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a b s t r a c t

Blood flow, dam or ship construction and numerous other problems in biomedical and general engineer-
ing involve incompressible flows interacting with elastic structures. Such interactions heavily influence
the deformation and stress states which, in turn, affect the engineering design process. Therefore, any
reliable model of such physical processes must consider the coupling of fluids and solids. However, com-
plexity increases for non-Newtonian fluid models, as used, e.g., for blood or polymer flows. In these fluids,
subtle differences in the local shear rate can have a drastic impact on the flow and hence on the coupled
problem. There, existing (semi-) implicit solution strategies based on split-step or projection schemes for
Newtonian fluids are not applicable, while extensions to non-Newtonian fluids can lead to substantial
numerical overhead depending on the chosen fluid solver. To address these shortcomings, we present
here a higher-order accurate, added-mass-stable fluid–structure interaction scheme centered around a
split-step fluid solver. We compare several implicit and semi-implicit variants of the algorithm and verify
convergence in space and time. Numerical examples show good performance in both benchmarks and an
idealised setting of blood flow through an abdominal aortic aneurysm considering physiological
parameters.

� 2021 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Fluid–structure interaction (FSI) problems are characterised by
a strong mutual dependence of fluid flow and structural deforma-
tion, exchanging momentum at the interface. Fluid forces acting on
the solid cause deformation and induce strains, thereby influencing
the stress state in the solid phase. A moving or deforming solid, in
turn, alters the fluid domain and thus has a large impact on the
flow quantities. Countless applications of FSI are found in science,
engineering and biomedicine, ranging from airfoils or whole wind-
turbines [1,2], bridge-decks [3], offshore engineering [4,5] or insect
flight [6] to blood flow through the circulatory system [7–12],
human phonation [13] or respiration [14]. Consequently, the
development of suitable models and solution procedures has been
an active area of research over the past 40 years, which led to great
advances in the field. Among the most popular numerical tech-
niques to handle flows in moving domains – a central part of any
FSI scheme – are arbitrary Lagrangian-Eulerian (ALE) [15–22],
immersed boundary [23–28] and fictitious-domain methods [29–
32], either tracking or capturing the motion of the fluid–structure
interface.

On the fluid–structure interface, coupling conditions are
enforced via monolithic or partitioned approaches. In monolithic
schemes, all balance equations are considered in one single system
of equations, assembling contributions from all involved variables
into the same matrix. This leads to an inherent tight coupling of
physical fields, but unfortunately comes with an increased imple-
mentation effort, possibly unusual data structures and more
involved preconditioners. Several variants to enforce the interface
conditions include, e.g., Langrange multipliers [8,33–36], Nitsche’s
method [37–39], mortar techniques [28,40], penalty approaches
[41–43] or formulations enforcing interface conditions through
particular function space choices [44–49]. Ad hoc parallel precon-
ditioners can be designed depending on the chosen setup
[8,15,33,35,48,50–55].
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Partitioned coupling schemes, on the other hand, alleviate the
development of efficient preconditioners by iteratively enforcing
the interface conditions. They allow a ‘‘reuse” of already well-
advanced solution algorithms tailored to specific applications and
ease the inclusion of complex physics or discretisation methods
in the individual fields [56–59]. Using separate solvers and
exchanging updates to the interface variables allows simpler soft-
ware design, but shifts some of the intricacy to an outer coupling
procedure. The added-mass effect [60,61] is notorious for severely
impairing performance for certain parameter combinations using
standard partitioned schemes such as the serial staggered method
[62] and even implicit partitioned methods as demonstrated, e.g.,
in [63–65]. To counteract the hampered convergence behaviour
in such cases, several remedies have been presented ranging from
simple and effective Aitken relaxation [65], interface (quasi-)
Newton or Newton–Krylov solvers [66–70], using Robin interface
conditions [71–73] or artificial compressibility [74–76].

Nonetheless, performing several coupling iterations between
fluid and solid phases remains costly. This was first alleviated by
Fernández et al. [77], introducing the concept of semi-implicit
FSI. Therein, the fluid flow problem is solved via a projection or
split-step scheme, decoupling velocity and pressure unknowns.
Additionally, the fluid domain deformation is extrapolated from
previous time steps, which then allows coupling only the fluid
pressure and solid deformation implicitly. Based on this rationale
of avoiding the implicit coupling of all components, a rapid devel-
opment was seen in the following years (see, e.g., [20,78–85]). In
numerous challenging settings, these techniques were demon-
strated to yield accurate and stable results while substantially
increasing performance. Fully explicit treatment of interface condi-
tions in FSI for problems with large added-mass effect was pre-
sented for shells (see, e.g., [85–90]) and also for three-
dimensional continua [91–95]. Unfortunately, those fully explicit
coupling schemes for bulk solids are as of now either limited to
simple constitutive behaviour or only first-order accurate in time
unless multiple correction steps are performed.

Although FSI has been a major research topic in the past dec-
ades, approaches specifically targeting generalised Newtonian fluid
flow are still scarcely found in literature [88,96–99]. And while
partitioned FSI approaches and performant acceleration schemes
do allow a straight-forward incorporation of complex constitutive
laws, the promising concept of semi-implicit FSI builds upon meth-
ods decoupling fluid velocity and pressure, which then need to be
capable of considering non-Newtonian models. Within such fluid
solvers segregating velocity and pressure, necessary projection
methods need to be free of nonphysical pressure boundary layers,
which was not the case in the first generation of projection meth-
ods (see the work of Guermond et al. [100,101] for an excellent dis-
cussion on such schemes). An alternative solution was presented in
[102,103], replacing the continuity equation by a pressure Poisson
equation (PPE) equipped with fully consistent boundary condi-
tions. Further using extrapolated pressure and convective veloci-
ties in the fluid’s balance of linear momentum, as often done also
in mixed velocity-pressure formulations [104–108], allows to
decouple velocity components and pressure unknowns completely.
The PPE framework was recently extended to the generalised New-
tonian case [109,110], enabling an efficient parallel solution using
open-source finite element libraries and linear algebra packages as
black boxes.

In this context, we present a novel split-step framework for par-
titioned FSI with incompressible, generalised Newtonian fluid
flows and three-dimensional continua. Fluid velocity and pressure
are completely decoupled using higher-order and possibly adap-
tive time-stepping and extrapolation formulae in a split-step
scheme. This allows equal-order, standard C0-continuous interpo-
2

lation, which is a major advantage compared to similar
projection-based methods. Additionally, we derive fully consistent
boundary and coupling conditions to preserve accuracy on the
fluid–structure interface. Semi-implicit variants of the scheme
are designed in an added-mass-stable way by implicitly coupling
merely the solid displacement and fluid pressure. The remaining
subproblems are treated in an explicit fashion, which enhances
performance without degrading accuracy or stability. Moreover,
we improve mass conservation through so-called divergence
damping and achieve great flexibility concerning the rheological
law, such that modifying the fluid material behaviour is as simple
as exchanging the right-hand side of the viscosity projection step.
All resulting linear systems are easily tackled using off-the-shelf
black-box preconditioning techniques available as open-source sci-
entific software, making the scheme an attractive alternative to
available methods.

The remainder of this paper is organised as follows: Individual
field equations are presented in Section 2, where time integration
is carried out using higher-order extrapolation and backward-
differentiation formulae of order m (BDF-m) for the fluid phase
and the generalised-a scheme for the solid phase. In Section 3, fully
implicit and semi-implicit variants of the coupling scheme are pre-
sented, enforcing consistent Robin conditions at the fluid–struc-
ture interface. The computational performance of the schemes is
assessed in Section 4 with i) numerical tests of temporal and spa-
tial convergence in two cases with analytic solutions [94,95], ii) the
classical pressure pulse benchmark in three space dimensions (see,
e.g., [34,96,111]), and iii) a final numerical experiment in the con-
text of aortic blood flow, highlighting the potential of the pre-
sented approach for practical application.
2. Fluid and structure models in an ALE framework

The computational domain at time t, denoted by Xt � Rd with
d ¼ 2 or 3, is composed of the fluid and solid subdomains Xt

f and

Xt
s with the moving interface Rt ¼ @Xt

f \ @Xt
s. Further, let us intro-

duce for any function g x; tð Þ with x 2 Xt its counterpart

ĝ x̂; tð Þ ¼ g x; tð Þ living in the reference configuration X̂. The trans-
formations from reference to current domains are defined as

At : X̂f ! Xt
f ; At ¼ x̂þ df x̂; tð Þ; Lt : X̂s ! Xt

s; Lt ¼ x̂þ ds x̂; tð Þ;

with deformations df and ds, following the arbitrary Lagrangian-
Eulerian [16,112] and total Lagrangian approaches [113,114]. This
gives rise to the deformation gradients F f and Fs with respective
Jacobians Jf and Js:

F f ¼ I þrdf ; Jf ¼ det F f ; Fs ¼ I þrds; Js ¼ det Fs:
2.1. Mesh update

The Lagrangian transformation Lt is naturally defined by the
solid’s deformation itself, but in the fluid domain, the mapping
At is constructed, e.g., via harmonic extension:

�r � crdf
� � ¼0 in X̂f ; ð1Þ

df ¼ds on R̂; ð2Þ
df ¼0 on @X̂f n R̂; ð3Þ

with a possibly nonlinear stiffening parameter c ¼ c0 Jf þ J�1
f

� �
and

suitably chosen c0 [115,116]. This is only the simplest choice out
of a wide variety of existing methods (cf. [116,117,115,118]), and
may be further decomposed into equations in individual compo-



Table 1
Algorithmic parameters am and af in the generalised-a time integration scheme.

Newmark-b HHT-a WBZ-a CH-a

am 0 0 q1�1
1þq1

2q1�1
1þq1

af 0 1�q1
1þq1

0 q1
1þq1
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nents of df . Having introduced the basic setting, let us proceed with
the formulation of balance equations in the individual subdomains.

2.2. Solid models

The balance of linear momentum in the reference configuration

of the solid domain X̂s is expressed in terms of the solid displace-
ment ds as

qs
@2

@t2
ds �r � P ¼ 0 in X̂s; ð4Þ

with the solid’s density qs and the first Piola–Kirchhoff stress tensor
P, omitting body forces for brevity. Initial conditions and boundary
conditions on the non-overlapping Dirichlet, Neumann and Robin

boundary sections, denoted by ĈD;s; ĈN;s and ĈR;s, are given by

ds ¼d0 at t ¼ 0; ð5Þ
@

@t
ds ¼ _d0 at t ¼ 0; ð6Þ
ds ¼gs on ĈD;s; ð7Þ

Pn̂s ¼ts on ĈN;s; ð8Þ
gR
s
@

@t
ds þ Pn̂s ¼hs on ĈR;s; ð9Þ

with n̂s denoting the unit outward normal vector in the reference
configuration and the Robin parameter gR

s > 0. Constitutive equa-
tions linking stress and strain measures in the solid are herein for-
mulated in terms of the second Piola–Kirchhoff stress tensor S,
additionally using the relation P ¼ FsS. Assuming isotropic, linear
elastic material behavior leads to the St. Venant–Kirchhoff model

S ¼ kstr Eð ÞI þ 2lsE; with E ¼ 1
2

C � Ið Þ and C ¼ FT
s Fs; ð10Þ

with Lamé parameters

ls ¼
Es

2 1þ msð Þ and ks ¼ Esms
1� 2msð Þ 1þ msð Þ

expressed in terms of Young’s modulus Es and Poisson ratio ms. Fur-
ther assuming krdk � 1, one obtains for the case of linear elasticity

P ¼ FsS � S � ks r � dsð ÞI þ ls rds þ rdsð ÞT
h i

: ð11Þ

Other constitutive relations of particular interest in biomedical
engineering are those describing rubber-like materials such as arte-
rial tissue (see, e.g., [113,119–122]). Herein, a quasi-incompressible
neo-Hookean model [121]

PNH ¼ lsJ
�2=3
s Fs � 1

3
I1F

�T
s

� �
þ jb

2
J2s � 1
� �

F�T
s ; ð12Þ

where the invariant I1 ¼ tr Cð Þ and bulk modulus jb ¼ E= 3 1� 2mð Þ½ �
are considered. This hyperelastic model is either used as it is, choos-
ing P ¼ PNH, or together with contributions from dispersed collagen
fibers. In the latter case, P is decomposed into PNH as defined in Eq.
(12) and an additional term, such that P is given as [119]

P ¼ PNH þ Fs

X
i¼4;6

2k1Gi exp k2G
2
i

� � @Gi

@C

� 	
; ð13Þ

with Gi ¼ J�2=3
s jcI1 þ 1� 3jcð ÞIi½ � � 1;

@Gi

@C
¼ J�2=3

s jcI þ 1� 3jcð ÞAi � 1
3
C�1 jcI1 þ 1� 3jcð ÞIið Þ

� 	
:

Here, we introduce fiber parameters k1; k2 and jc , the tensors
Ai ¼ m̂i � m̂i with mean fiber directions m̂i and the corresponding
invariants Ii ¼ C : Ai and Gi for ease of notation [123]. Usually, in
biomechanical applications, one defines the mean fiber directions
3

m̂i relative to circumferential (ê1) and longitudinal (ê2) directions
of the vessel via

m̂4 ¼ ê1 þ ê2 tanac

kê1 þ ê2 tanack and m̂6 ¼ ê1 � ê2 tanac

kê1 � ê2 tanack ; ð14Þ

with k � k denoting the Euclidean norm, leading to 	ac describing
the deviation from circumferential vessel direction. The vector
fields ê1 and ê2 are herein constructed with a two step procedure:
First, two auxiliary scalar Laplace equations are solved with bound-
ary conditions on the inlet, the outlet and the fluid–solid interface,
such that the gradients of the resulting fields approximate the lon-
gitudinal (ê2) and radial vessel orientation. Afterwards, the circum-
ferential vessel direction (ê1) is constructed using the radial and
longitudinal vectors. Then, (14) gives mean fiber directions rotated
by 	ac from the circumferential vessel direction into longitudinal
direction. With these constitutive relations defined, differentiating
between the individual stress tensors is not necessary, simply
denoting the first Piola–Kirchhoff stress tensor by P for all of the
above material laws.

The structural equations are discretised in time for t 2 0; Tð �,
using Nt time steps Dt ¼ tnþ1 � tn;n ¼ 0; . . . ;Nt and Newmark for-
mulae [124]

@2

@t2
ds x̂; tnþ1
� � ¼: €dnþ1

s � 1
bDt2

dnþ1
s � dn

s

� �
� 1
bDt

_dn
s þ 1� 1

2b

� �
€dn
s ;

ð15Þ
@

@t
ds x̂; tnþ1� � ¼: _dnþ1

s � c
Dtb

dnþ1
s � dn

s

� �
þ 1� c

b

� �
_dn
s þ Dt 1� c

2b

� �
€dn
s ;

ð16Þ
together with the generalised-a method [125], to obtain the time-
discrete form of momentum balance in terms of structural displace-

ments dnþ1
s as

qs a0
m
€dnþ1
s þ am

€dn
s

� �
¼ a0

fr � Pðdnþ1
s Þ þ afr � P dn

s

� �
in X̂s; ð17Þ

where we introduce the shorthand-notations a0
m ¼ 1� am and

a0
f ¼ 1� af . The nonlinear terms in Eq. (17) are integrated via the

generalised trapezoidal rule. Setting the parameters c;b;am and af

in the above time integration scheme determines accuracy and sta-
bility properties of the resulting method. Following [125], we
achieve second-order accuracy and unconditional stability for linear
problems by choosing

c ¼ 1
2
� am þ af ; b ¼ 1

4
1� am þ af

� �2
: ð18Þ

The analysis in [125] was extended by Erlicher et al. [126], proving
second-order accuracy and energy stability in the high-frequency
range depending on the algorithmic parameter q1 even for nonlin-
ear problems. The user-specified spectral radius in the high fre-
quency limit q1 is used to specify am and af according to Table 1,
resulting in the Newmark-b (N-b) [124], HHT-a [127], WBZ-a
[128] or CH-a [125] schemes. Given the time-discrete form of the
momentum balance residual (17), one proceeds by employing New-
ton’s method (see, e.g., [113,114,123]). In each step k of Newton’s
method, the last iterate dk

s of the current time step’s solution dnþ1
s ,

both being discrete finite element vectors approximating their
respective continuous counterparts, is updated via
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dkþ1
s ¼ dk

s þ Ddk
s until kdkþ1

s � dk
sk < �Nkd0

s k ð19Þ
is fulfilled. Therein, the increment Ddk

s is the solution of the Jacobian
system written in matrix-vector form

J
¼

dk
s

� �
Ddk

s ¼ �r dk
s

� �
; ð20Þ

which is based on the standard problem of finding ddk
s 2 H1 X̂s

� �h id
with ddk

s jĈD;s
¼ 0, such that

qsa0
m

bDt2
hu; ddk

s iX̂s
þ a0

f hru;
@

@ds
P dk

s

� �
iX̂s

þ gR
s

a0
f c

bDt
hu; ddk

s iĈR;s

¼ �qshu;a0
m
€dnþ1
s dk

s

� �
þ am

€dn
s iX̂s

� hru;a0
fP dk

s

� �
þ afP dn

s

� �iX̂s

þ hu;a0
f t

nþ1
s þ af tns iĈN;s

þ hu;a0
f hnþ1

s � gR
s
_dnþ1
s dk

s

� �h i
þ afP dn

s

� �
n̂siĈR;s

ð21Þ

for all u 2 H1 X̂s

� �h id
, with ujĈD;s

¼ 0 and h�; �iX̂s
or h�; �iĈ denoting

the L2 X̂s

� �
or L2 Ĉ

� �
inner products. Moreover, @

@ds
P denotes the

directional derivative of P with respect to ds (see, e.g., [113,114]),
which is omitted here for brevity. Known Neumann (ts) and Robin
(hs) boundary data are plugged into the boundary terms arising
from integrating the stress-divergence terms by parts. This com-
pletes the solution procedure for the nonlinear elastodynamics
equations with Neumann and Robin boundary terms, various mate-
rial models and generalised-a time integration.

2.3. Fluid models

The Navier–Stokes equations for incompressible flows, com-
prised of the linear momentum balance and continuity equations,
read in ALE form (assuming zero body forces):

qf
@

@t
uf






At

þruf uf � um
� �" #

�r � rf ¼0 in Xt
f ; ð22Þ

r � uf ¼0 in Xt
f ; ð23Þ

uf ¼u0 at t ¼ 0; ð24Þ
uf ¼gf on Ct

D;f ; ð25Þ
rfnf ¼tf on Ct

N;f ; ð26Þ
gR
f uf þ rfnf ¼hf on Ct

R;f ; ð27Þ
with the fluid velocity uf , stress tensor rf , unit outward normal vec-
tor in the current configuration nf , Robin parameter gR

f > 0, ALE

time-derivative @
@tuf




At

and mesh velocity um :¼ @
@t df , the latter

two of which are connected via

@

@t
uf






At

:¼ @

@t
ûf A�1

t x; tð Þ; t
� �

þ ruf

� �
um:

The fluid stress tensor rf of a generalised Newtonian (or, as often
called, quasi-Newtonian) fluid is given by

rf :¼ �pf I þ 2lf
_c rSuf

� �� �
rSuf ;

with rSuf :¼ 1
2

ruf þ ruf

� �Th i
ð28Þ

being the symmetric gradient of uf , the fluid’s pressure pf and
dynamic viscosity lf , which is most commonly expressed through
a nonlinear map lf ¼ g _cð Þ;g : Rþ ! R


þ, dependent on the fluid’s
shear rate defined as

_c rSuf

� �
:¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2
rSuf : rSuf

r
:

4

Rheological models of great interest in biomedical and industrial
applications may describe shear-thickening or shear-thinning beha-
viour, as of particular importance when considering flows of poly-
mer melts or blood, and may be put into the general form [129]

g _cð Þ ¼ g1 þ g0 � g1ð Þ jf þ kf _c
� �ah in�1

a
: ð29Þ

Therein, g0 and g1 denote viscosity limits and the fitting parame-
ters jf ; kf ; a and n can be set in order to retrieve the power-law
(jf ¼ g1 ¼ 0), Carreau (jf ¼ 1; a ¼ 2) or Carreau-Yasuda (jf ¼ 1)
models, but also the standard Newtonian model (g0 ¼ g1).

In the following, we extend the split-step scheme from [110] to
a moving grid by replacing the standard velocity-pressure form
(22)–(27) by the following set of equations to advance the fluid
velocity and pressure in time:

qf
@

@t
uf






At

þruf uf � um
� �" #

�r � 2lfrSuf

� �
¼ �rpf in Xt

f ; ð30Þ

r � qfruf uf � um
� �� 2rSufrlf

h i
þ r� r� uf

� �� 
 � rlf ¼ �Dpf in Xt
f ;

ð31Þ

with additional consistent boundary and initial conditions given as

r � u0 ¼ 0 in Xt¼0
f ; ð32Þ

� lfr � uf þ nf � 2lfrSufnf � tf
� �

¼ p on Ct
N;f ; ð33Þ

� lfr � uf þ nf � 2lfrSufnf � hf þ gR
f uf

� �
¼ p on Ct

R;f ; ð34Þ

nf � �qf
@

@t
uf






At

þruf uf � um
� �" #

� lf r� r� uf

� �� 
(

þ 2rSufrlf

)
¼ nf � rpf on Ct

D;f : ð35Þ

Altogether, this set of equations allow in their final form using C0-
continuous finite element discretisations and decouple the balance
of linear momentum and continuity equations, yielding standard
discrete problems, for which off-the-shelf black-box precondition-
ers can be employed. This is a straight-forward extension of [110]
to moving domains, which itself considers fluid flows on fixed grids
and is based on [103] for the Newtonian case with open/traction
boundary conditions and [102] for pure Dirichlet problems.

Theorem 2.1. For sufficiently regular pf ;uf ; gf ; tf ;hf , systems (30)–
(35) and (22)–(27) are equivalent.
Proof. See appendix. h
This split-step scheme is not plagued by spurious pressure

boundary layers, since the pressure is recovered from a fully con-
sistent PPE rather than updated as in classical pressure-
correction methods [100,102,103,110]. However, Liu [130]
observed that stability can be improved significantly by perform-
ing a Leray projection, which is of particular importance when con-
sidering nonsmooth solutions. So, we aim to improve stability of
the overall scheme and suppress accumulation of errors in mass
conservation by solving the simple Poisson problem

�Dw ¼�r � uf in Xt
f ; ð36Þ

nf � rw ¼0 on Ct
D;f ; ð37Þ

w ¼0 on @Xt
f n Ct

D;f : ð38Þ
and updating �uf :¼ uf �rw via projection. It is then easily verified
that
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r � �uf ¼ 0 in Xt
f ;

�uf � nf ¼ uf � nf on Ct
D;f ;

�uf � sf ¼ uf � sf on @Xt
f n Ct

D;f ;

with any tangential vector sf . Both uf and its (weakly) divergence-
free counterpart �uf converge at the same rates [101], making them
equally valuable options from an accuracy point of view. However,
it is also clear that one either settles for improved mass conserva-
tion, considering �uf , or chooses uf , fulfilling the boundary condi-
tions exactly. There is an intermediate alternative available,
though: As done by Liu [103] in the original scheme, we apply Leray
projection on the past velocities only, effectively skipping the L2-
projection step to obtain �uf , and thereby fulfill the Dirichlet bound-
ary conditions on the velocity uf exactly. This technique is also
referred to as divergence damping [131,132] and has been shown
to effectively reduce mass conservation errors and improve overall
stability, while being cheaper than standard Leray projection and
preserving boundary conditions on the velocity. Then, we construct
the time-discrete weak form of the split-step scheme using BDF-m
schemes of the form

@

@t
uf tnþ1� �





At

� am
0 u

nþ1
f þ

Xm
j¼1

am
j u

nþ1�j
f ; ð39Þ

and higher-order accurate extrapolation

unþ1
f � uI

f ¼
Xm
j¼1

bm
j u

nþ1�j
f ; ð40Þ

exemplarily shown for uf with coefficients am
j and bm

j according to
Table 2, to effectively decouple balance of linear momentum and
pressure Poisson equations. Since for generalised Newtonian fluids
the viscosity depends on the shear rate, which itself is a function of
the velocity gradient, standard Lagrangian finite elements cannot be
applied in a straight-forward way due to increased regularity
requirements on the velocity interpolant. Therefore, the viscosity
lf is introduced as an additional unknown and recovered through

a simple L2-projection. Thus, in the split-step scheme at time step

n, first update the domain position dnþ1
f and compute the mesh

velocities um using exactly the same BDF-m formula as for uf (39).
Then, extrapolate known velocities, pressures and viscosities from
previous time steps to obtain uI

f ;p
I
f and lI

f via (40) to linearise/de-
couple momentum balance and pressure Poisson equations. In con-
trast to the scheme presented in [110], momentum balance and PPE
steps are executed in reversed order, which is motivated by obser-
vations showing that updating the velocity with an implicitly cou-
pled pressure increases stability in semi-implicit schemes of FSI,
as discussed later. So, we first project the pressure Dirichlet bound-
ary conditions (33) and (34) on the respective boundary segments

fnþ1 ¼� lnþ1
f r � unþ1

f þ nf � 2lnþ1
f rSunþ1

f nf � tnþ1
f

� �
on Ct

N;f ; ð41Þ
fnþ1 ¼� lnþ1

f r � unþ1
f þ nf � 2lnþ1

f rSunþ1
f nf � hnþ1

f þ gR
f u

nþ1
f

� �
on Ct

R;f ;

ð42Þ

such that the resulting quantity fnþ1 is continuous on the whole
combined boundary segment Ct

p :¼ @Xt
f nCt

D;f . This intermediate
step is necessary, since the pressure Dirichlet condition would be
Table 2
Backward differentiation and extrapolation coefficients, order m ¼ 2 [133].

j 0 1 2

am
j

2DtnþDtn�1

Dtn DtnþDtn�1ð Þ � DtnþDtn�1

DtnDtn�1
Dtn

Dtn�1 DtnþDtn�1ð Þ
bmj – 1þ Dtn

Dtn�1
Dtn

Dtn�1

5

discontinuous otherwise, but is negligible in terms of computa-
tional cost. A suitable weak form of Eq. (31) to find

pf 2 H1 Xt
f

� �
;pf jCt

p
¼ f is obtained by multiplying with a test func-

tion u 2 H1 Xt
f

� �
;ujCt

p
¼ 0 and integrating by parts to obtain

hru;rpf iXt
f
¼ hu;nf � rpf iCt

D;f
þ hu; r� r� uf

� �� 
 � rlf iXt
f

þ hu;r � qfruf uf � um
� �� 2rSufrlf

h i
iXt

f
;

where we can insert the pressure Neumann condition (35) and inte-
grate by parts again to get

hru;rpf iXt
f
¼� hu;qfnf � @

@t
uf






At

iCt
D;f

� hunf ;lfr� r� uf

� �iCt
D;f

þ hu; r� r� uf

� �� 
 � rlf iXt
f

þ hru;2rSufrlf � qfruf uf � um
� �iXt

f
:

This is further simplified using

hunf ;lfr� r� uf

� �iCt
D;f

¼ hru;lfr� r� uf

� �iXt
f

þ hu;rlf � r � r� uf
� �� 
iXt

f

and

hru;lfr� r� uf
� �iXt

f

¼ hru� nf ;lfr� uf i@Xt
f
þ hr� lfru

� �
;r� uf iXt

f

¼ hru� nf ;lfr� uf i@Xt
f
þ hru; ruf � ruf

� �Th i
rlf iXt

f
;

which leads then in the time-discrete case, also replacing @
@tuf




At

by

a BDF-m approximation (39) to the Dirichlet boundary data gf given

on Ct
D;f , to the problem of finding the pressure pnþ1

f 2 H1 Xt
f

� �
, such

that pnþ1
f jCt

p
¼ fnþ1 for all u 2 H1 Xt

f

� �
;ujCt

p
¼ 0 and

D
ru;rpnþ1

f

E
Xt
f

¼ �
D
unf ;qf

Xm
j¼0

am
j g

nþ1�j
f

E
Ct
D;f

þ
D
nf �ru;lnþ1

f r� unþ1
f

E
Ct
D;f

þ
D
ru;2 runþ1

f

� �Trlnþ1
f � qfrunþ1

f unþ1
f � unþ1

m

� �E
Xt
f

: ð43Þ

The weak form of momentum balance then reads: Find unþ1
f 2

H1 Xt
f

� �h id
, such that unþ1

f jCt
D;f

¼ gnþ1
f and

qf

D
u;am

0 u
nþ1
f þrunþ1

f uI
f �unþ1

m

� �E
Xt
f

þ
D
ru;2lI

f rSunþ1
f

E
Xt
f

¼
D
ru;pI

f I
E
Xt
f

�qf

D
u;
Xm
j¼1

am
j unþ1�j

f �rwnþ1�j
� �E

Xt
f

þ
D
u; tnþ1

f

E
Ct
N;f

þ
D
u;hnþ1

f �gR
f u

nþ1
f

E
Ct
R;f

ð44Þ

for all u 2 H1 Xt
f

� �h id
;ujCt

D;f
¼ 0, with the divergence suppression

applied to the old time step velocities via rwnþ1�j. Here, traction
conditions arise naturally from integrating the full stress divergence
by parts. Linearising the convective term is a widely applied tech-
nique to improve efficiency in transient problems of incompressible
flow for both coupled velocity-pressure formulations and pressure-/
velocity projection or split-step schemes [101,103–108,110]. In the
case of generalised Newtonian fluids, i.e., when the viscosity is not
constant, the next step is to find the dynamic viscosity

lnþ1
f 2 H1 Xt

f

� �
given the current velocity unþ1

f , such that
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D
u;lnþ1

f

E
Xt
f

¼
D
u;g _c runþ1

f

� �� �E
Xt
f

ð45Þ

for all u 2 L2 Xt
f

� �
, which is a step that can simply be skipped in the

Newtonian case, where the viscosity is constant, i.e., lnþ1
f � g1 at

any point time. Also, the variable wnþ1 used for divergence supres-
sion is updated using unþ1

f by solving the standard Poisson problem

of finding wnþ1 2 H1 Xt
f

� �
such that wnþ1 ¼ 0 on Ct

p andD
ru;rwnþ1

E
Xt
f

¼
D
u;r � unþ1

f

E
Xt
f

ð46Þ

for all u 2 H1 Xt
f

� �
, with ujCt

p
¼ 0 to apply divergence suppression

on the current time step’s velocity to be used in the next time step’s
momentum balance equation.

In summary, it is thus possible to construct a weak form con-
taining only first-order derivatives, rendering our beloved stan-
dard, C0-continuous Lagrangian finite elements applicable to the
problem at hand. In fact, we might even employ equal-order finite
element pairs for velocity and pressure, as already pointed out. The
presented weak forms contain a generous set of boundary condi-
tions, which will in the coupled FSI-problem (partly) depend on
the solid subproblem’s solution as shall be seen next.

3. The coupled FSI problem

The strong form of the FSI problem incorporating mesh, fluid
and solid subproblems as discussed in Section 2 including only
interface conditions for brevity reads

�r � crdf

� � ¼ 0 in X̂f ; ð47Þ
qs

@2

@t2
ds �r � P ¼ 0 in X̂s; ð48Þ

qf
@

@t
uf






At

þruf uf � um
� �" #

�r � 2lfrSuf

� �
¼ �rpf in Xt

f ; ð49Þ

r � qfruf uf � um
� �� 2rSufrlf

h i
þ r� r� uf

� �� 
 � rlf ¼ �Dpf in Xt
f ;

ð50Þ
df � ds ¼ 0 on R̂; ð51Þ
uf � @

@t
ds ¼ 0 on Rt ; ð52Þ

J�1
s PFT

s nf � rfnf ¼ 0 on Rt ; ð53Þ
where (51)–(53) enforce the continuity of displacements, velocities
and tractions on the fluid–solid interface. Note that the continuity
of tractions in Eq. (53) is formulated on Rt , using the Cauchy stres-
ses and the current configuration’s normal vectors nf , but is easily
rewritten as

Pn̂s ¼ JfrfF
�T
f n̂s on R̂; ð54Þ

to enforce balance of tractions in the reference configuration. The
Robin–Robin (RR) coupling conditions (see, e.g., [72,86] or [79] in
a projection-based semi-implicit scheme), linearly combine the
interface conditions enforcing continuity of velocities and normal
tractions, i.e., (52) and (53) or (54), yielding in the respective
configurations

gR
f uf þ rfnf ¼gR

f
@

@t
ds þ J�1

s PFT
snf on Rt ; ð55Þ

gR
s
@

@t
ds þ Pn̂s ¼gR

suf þ JfrfF
�T
f n̂s on R̂; ð56Þ

with Robin parameters gR
f ;gR

s > 0. This type of interface condition
leads to a coupling algorithm with good convergence properties
even in the case of high added-mass effects (cf. [72,73,79,134]),
which is of particular importance in biomedical applications
[10,60,61]. As the basic algorithm, we perform an implicit single-
6

loop coupling scheme (see, e.g., [10,135–137]), which is executed
until convergence criteria of the form

kdkþ1
s � dk

sk
kdkþ1

s k < �rel and kdkþ1
s � dk

sk < �abs ð57Þ

are fulfilled. In the following, we will denote the last iterates by a
superscript k, and the newly computed iterate by a superscript
kþ 1. Moreover, we directly present the RR scheme, which is
obtained inserting interface conditions into the Robin terms of the
respective subproblems. So, at each time step n, given the solutions

from previous time steps dn
f ;d

n�1
f ;dn

s ;d
n�1
s ; _dn

s ;
€dn
s ;u

n
f ;u

n�1
f ;ln

f ;ln�1
f ;pn

f

and pn�1
f , the resulting coupling algorithm is summarised in Eqs.

(58)-(64).

1. Divergence suppression: Update the Leray projection vari-
able of the past time step’s fluid velocity un

f ;w
n 2 H1 Xt

f

� �
,

such that wnjCt
p
¼ 0 andD E D E � �
ru;rwn

Xt
f

¼ u;r � un
f

Xt
f

8u 2 H1 Xt
f ; with ujCt

p
¼ 0:

ð58Þ

2. Extrapolation/initial guess: Compute dI

s ;lI
f ;u

I
f and pI

f

based on old time step solutions via (40) and set

dk
s ¼ dI

s ;u
k
f ¼ uI

f and pk
f ¼ pI

f as initial guess.

3. Implicit coupling loop:
WHILE not converged according to Eq. (57) DO
(a) Mesh subproblem: Update the domain Xt

f by finding

dnþ1
f 2 H1 X̂f

� �h id
, such that dkþ1

f ¼ dk
s on R̂;dkþ1

f ¼ 0

on @X̂f n R̂ and
hc dn
f

� �
ru;rdkþ1

f iX̂f
¼ 0 8u 2 H1 X̂f

� �h id
; ð59Þ

withuj@X̂f
¼ 0 and linearised stiffeningparameter c dn

f

� �
.

(b) Mesh velocity update: Compute ukþ1
m via the BDF-m for-

mula (39).
(c) Viscosity projection: Find lkþ1

f 2 H1 Xt
f

� �
, such thatD

u;lkþ1
f

E
Xt
f

¼
D
u;g _c ruk

f

� �� �E
Xt

f

8u 2 L2 Xt
f

� �
: ð60Þ

(d) Pressure boundary projection: Update the pressure
Dirichlet condition by projecting fkþ1 on Ct

N;f using

fkþ1jCt
N;f

¼ �lkþ1
f r � uk

f þ nf � 2lkþ1
f rSuk

f nf � tnþ1
f

� �
: ð61Þ

(e) Pressure Poisson step: Find pkþ1
f 2 H1 Xt

f

� �
, such that

pkþ1
f jCt

N;f
¼ fkþ1 and

D
ru;rpkþ1

f

E
Xt
f

¼
D
ru;2 ruk

f

� �Trlkþ1
f �qfruk

f uk
f �ukþ1

m

� �E
Xt
f

þ
D
nf �ru;lkþ1

f r�uk
f

E
Rt[Ct

D;f

�
D
unf ;qf

Xm
j¼0

am
j g

nþ1�j
f

E
Ct
D;f

�
D
unf ;qf

€dnþ1
s

E
Rt

ð62Þ� �

holds for all u 2 H1 Xt

f with ujCt
N;f

¼ 0, using the last

solid iterate dk
s to compute €dnþ1

s .
(f) Solid momentum: Solve the nonlinear solid momentum

balance equation via Newton’s method, where in each
step l, the discrete finite element vectors dlþ1

s ¼ dl
sþ

Ddl
s are updated. The increment Ddl

s is the discrete vec-

tor of nodal unknowns approximating ddl
s 2 H1 X̂s

� �h id
,

for which ddl
sjĈD;s

¼ 0 and
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qsa0
m

bDt2
D
u; ddl

s

E
X̂s

þ a0
f

D
ru;

@

@ds
P dl

s

� �E
X̂s

þ gR
s

a0
f c

bDt

D
u; ddl

s

E
R̂

¼
D
u;a0

f t
nþ1
s þ af tns

E
ĈN;s

þ
D
u;a0

f hnþ1
s � gR

s
_dnþ1
s dl

s

� �h i
þ afP dn

s

� �
n̂s

E
R̂

� qs

D
u;a0

m
€dnþ1
s dl

s

� �
þ am

€dn
s

E
X̂s

� ru;a0
fP dl

s

� �
þ afP dn

s

� �E
X̂s

�
ð63Þ
holds for all u 2 H1 X̂s

� �h id
with ujCt

D;f
¼ 0, using the

last iterate dl
s to evaluate €dnþ1

s ; _dnþ1
s and Robin data

hnþ1
s ¼ gR

su
k
f þ Jfrf uk

f ; p
kþ1
f ;lkþ1

f

� �
F�T
f n̂s. Set dkþ1

s ¼ dlþ1
s ,

once kdlþ1
s � dl

sk < �Nkdk
sk is fulfilled.

(g) Fluid momentum: Solve the linearised momentum
equation in Xt

f , i.e., find ukþ1
f 2 H1 Xt

f

� �h id
, such that

ukþ1
f jCt

D;f
¼ gnþ1

f and
qf

D
u;am

0 u
kþ1
f þrukþ1

f uk
f � ukþ1

m

� �E
Xt
f

þ
D
$u;2lkþ1

f rSukþ1
f

E
Xt

f

¼
D
$u; pkþ1

f I
E
Xt

f

� qf

D
u;
Xm
j¼1

am
j unþ1�j

f �rwnþ1�j
� �E

Xt
f

þ
D
u; tnþ1

f

E
Ct
N;f

þ
D
u;hnþ1

f � gR
f u

kþ1
f

E
Rt

ð64Þ

for all u 2 H1 Xt
f

� �h id
, with ujCt

D;f
¼ 0, and using the

Leray projection acting on the past time step’s fluid
velocities via wnþ1�j and the updated Robin condition

hnþ1
f ¼ gR

f
_dnþ1
s þ J�1

s P dkþ1
s

� �
FT
snf .

END DO
Note here that the treatment of Robin boundary conditions in
the momentum balance and PPE steps is not simply assigning
Robin boundary conditions to the fluid subproblem, but rather
enforcing Robin conditions on Rt in the fluid momentum equation
and treating the interface as a Dirichlet boundary for all steps
related to the fluid pressure. This combination is equivalent to
the strategy adopted by [79] and is herein solely based on numer-
ical observations. The sequence of fluid steps and viscosity projec-
tion turned out to be the most stable choice when confronted with
large time steps and sudden jumps in fluid pressure boundary con-
ditions as present in the pressure pulse benchmark in Section 4.3.

The RR coupling algorithm as introduced above includes the
standard Dirichlet–Neumann (DN) coupling scheme in the asymp-
totic limit, when gR

f ! 1 and gR
s ¼ 0. In the discrete setting, how-

ever, gR
f has to be assigned a bounded value, which motivates

including the interface Dirichlet condition on the fluid velocity in
a more direct way. Thus, in the DN case, the interface is treated
as part of the fluid Dirichlet boundary Rt � Ct

D;f together with set-

ting gR
s ¼ 0, effectively leading to small changes in the function

space definitions only, but not introducing any additional terms.
To counteract decreased convergence for high added-mass effects,
Aitken’s acceleration is applied to relax the discrete solution vector
~xkþ1 in iteration k with a recursively defined xk [65]

xkþ1 ¼ xkx

kþ1 þ 1�xkð Þxk

with xk ¼ �xk�1

rk � rkþ1�rk
� �
krkþ1�rkk2 and rkþ1 ¼ x


kþ1 � xk:

ð65Þ

Clearly, more advanced acceleration schemes (see, e.g., [66–68,70])
might be employed, but herein we restrict the discussion to the
reportedly effective Aitken relaxation for the sake of brevity.
Another option to increase efficiency drastically is to give up on
fully implicit coupling of all the involved subproblems, but rather
settling for a semi-implicit variant of the scheme. This option is
directly accessible having formulated the fully implicit algorithms
7

by simply moving the mesh and fluid momentum subproblems
and the viscosity projection out of the coupling loop, similar to
the methods proposed by [20,77,79–82,84] for Newtonian fluids
and [99] considering a non-Newtonian, viscoelastic fluid. Interest-
ingly, the sequence of substeps in the fluid phase had to be changed
in order to yield satisfying results. First, the fluid pressure and solid
displacement are implicitly coupled, before explicitly treating the
fluid balance of linear momentum and viscosity projection rather
than performing the update on uf before the implicit loop. This
way, the dependence on an extrapolated, non-coupled pressure is
eliminated, which results in improved robustness of the scheme.
An additional tuning possibility is available via the convergence cri-
terion in the solid’s Newton scheme, where one may tweak the tol-
erance �N or even exit after a fixed number of steps in the nonlinear
solver in the spirit of [137,138]. Using suitable higher-order extrap-
olation schemes, temporal accuracy is preserved, while the fully
implicit coupling of pressure and structural displacements is suffi-
cient to obtain a stable method as numerically observed and proven
for simplified model problems (cf. [77,81,136,139]). In a nutshell,
the following distinct features and benefits arise in the proposed
scheme when compared to related methods:

(i) Higher-order and possibly adaptive time-stepping schemes
are available based on standard time integration and extrap-
olation formulae.

(ii) Equal-order finite element pairs can be employed, which
would be unstable in the classical coupled velocity-
pressure formulation of the Navier–Stokes equations.

(iii) Exchanging the rheological model of the generalised Newto-
nian fluid is as simple as changing the right-hand side of the
projection step.

(iv) The semi-implicit design reduces computing times tremen-
dously, while preserving stability properties and accuracy.
Only structural displacements and fluid pressure are itera-
tively coupled in each time step.

(v) Robin interface conditions might improve convergence even
for high added-mass effects when suitable parameters are
available and standard acceleration methods are directly
applicable.

(vi) Divergence suppression avoids the accumulation of errors in
mass conservation and neither spoils interface conditions
nor requires a velocity projection step.

(vii) All linear systems can be effectively tackled using off-the-
shelf black-box preconditioning techniques available as
open-source scientific software.

4. Computational results

This section is devoted to the thorough testing of the presented
schemes in terms of accuracy and robustness as well as critically
comparing their individual performance. All of the showcased
results were obtained with the finite element toolbox deal.II

[140], solving each of the arising linear systems involved in the
FSI-algorithm (58)–(63) iteratively. We employ algebraic multigrid
methods provided by Trilinos’ ML package [141] for precondition-
ing each linear solve. A preconditioned conjugate gradient method
is used for the mass matrices in the viscosity projection step (60),
the pressure Dirichlet data projection (61) and also for the Poisson
problems, i.e., the PPE (62) and the mesh motion Eq. (59). The lin-
ear systems corresponding to fluid and solid momentum balance
equations are solved adopting a flexible generalised minimal resid-
ual method.

The studied test cases are two analytical solutions taken from
[94,95] to demonstrate convergence rates numerically, a classical
benchmark of a pressure pulse travelling a straight pipe in three
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spatial dimensions (see, e.g., [111,34,96]) and, finally, we study the
flow through an idealised abdominal aortic aneurysm to showcase
performance in a practically relevant setting.

4.1. Analytical solution: rectangular piston

An analytical solution is taken from [94,95], which describes the
periodic motion of a linear elastic piston in vertical direction. The
Newtonian fluid simply follows the motion of the solid and freely
exits/enters the computational domain over all boundaries in order
to fulfil the incompressibility constraint. The computational

domain X̂ :¼ X̂f [ X̂s ¼ 0; L½ � � �H;H½ �, where L ¼ 1 and H ¼ 0:5,
is depicted in Fig. 1a, with the fluid initially occupying the region
x̂2 P 0 and the undeformed solid in x̂2 6 0. The exact solution is
defined assuming zero displacements and velocities in horizontal
direction and prescribing the vertical component of the interface

displacement d̂R;2 as

d̂R;2 :¼ a sin xtð Þ with a :¼ 2a sin
xH
cp

� �
; cp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ks þ 2ls

qs

s
; ð66Þ

which oscillates vertically with amplitude a and frequency x. The
structural displacements are thus given by

d̂s;2 x̂2; tð Þ ¼ f t � x̂2 þ H
cp

� �
� f t þ x̂2 þ H

cp

� �
with f sð Þ ¼ a cos xsð Þ:

The fluid’s vertical velocity resulting from the continuity equation is

solely dependent on time, uf ;2 tð Þ ¼ @
@t d̂R;2 tð Þ, and the pressure is

given by

pf x2; tð Þ ¼ H�x2ð ÞpRþ x2�d̂R;2ð ÞpH
H�dR;2

with pR ¼ � ks þ 2ls

� �
@

@x̂2
d̂s;2 0; tð Þ

and pH ¼ �qf H � d̂s;2 0; tð Þ
h i

@2

@t2
d̂s;2 0; tð Þ þ ks þ 2ls

� �
@

@x̂2
d̂s;2 0; tð Þ:

We refer to the original publications [94,95] for details on the
derivation and proceed in defining problem parameters. The fluid
density and dynamic viscosity are set to qf ¼ 1 kg=m3 and
lf � g1 ¼ 0:1 Pa s, respectively. For the linear elastic solid we

assign the density qs ¼ 100 kg=m3, the Young’s modulus
Es ¼ 5 kPa and a Poisson’s ratio of ms ¼ 0:3. Additionally, we choose
a ¼ 0:005 and x ¼ p to prescribe the piston motion and enforce
Dirichlet conditions on all exterior boundaries of the solid domain,

ĈD;s ¼ @X̂s n R̂. In terms of boundary conditions for the fluid, we pre-
scribe Neumann conditions at x1 ¼ 0 and x1 ¼ L and Dirichlet condi-
Fig. 1. Finite element meshes at refinement

8

tions at x2 ¼ H=2. Convergence rates are measured in the maximum
L2-error over all time steps n ¼ 1; . . . ;Nt for uf ;pf and ds defined as

euf
:¼ max

n¼1;...;Nt
kuf � uh

f kL2 Xt
fð Þ

n o
;

epf :¼ max
n¼1;...;Nt

kpf � ph
f kL2 Xt

fð Þ
n o

;

eds :¼ max
n¼1;...;Nt

kds � dh
s kL2 X̂sð Þ

n o
;

and compared to the estimated order of convergence (eoc) indicated
by triangles in the plots. For the spatial discretisation, equal-order
Q1=Q1 elements are employed, meaning that d-linear shape func-
tions are used for velocities and displacements in both fluid and
solid together with d-linear elements for the fluid viscosity lf , fluid
pressure pf , the variable w used for divergence suppression and cor-
responding traces for f. For t 2 0; 0:5ð � we choose uniform time
steps and the second-order scheme, i.e., using BDF-2, linear extrap-
olation and the generalised-a schemes with parameters set accord-
ing to Table 1. Regarding the coupling scheme, we focus first on the
classical DN approach with Aitken’s relaxation, implicitly coupling
fluid and solid phase. To disentangle the various variants, we intro-
duce them layer by layer and investigate thoroughly the conse-
quences of each change, aiming for the most efficient overall
scheme. Starting off, we compare different settings in the
generalised-a time integrators.

When refining the time step, expected convergence rates are
observed in all primary variables when using the Newmark-b
scheme, as can be seen in Fig. 2. However, when introducing
numerical high-frequency dissipation via the generalised-a time
integration scheme with a spectral radius in the high frequency
limit q1 – 1, an increase in the saturation error as exemplarily
shown in Fig. 3 for q1 ¼ 0:98 is observed. Choosing a practically
relevant (user-specified) high-frequency dissipation/spectral
radius in the high-frequency limit q1, second-order convergence
in velocities, displacements and pressure are maintained. A value
of q1 ¼ 1 yields identical results to the N-b scheme for the
HHT-a and WBZ-a, whereas the so-called asymptotic annihilation
case, i.e., q1 ¼ 0, leads to a clearly linear convergence rate in pf for
WBZ-a and CH-a methods as can be seen in Fig. 4 (and is not
admissible for the HHT-a scheme). Again, the earlier error satura-
tion in eds and euf

is most clearly observed for the CH-a scheme.
The decreased convergence rate in the fluid pressure pf is linked

to the term
D
unf ;qf

€dnþ1
s dk

s

� �E
Rt

appearing in the PPE (62), which

is for the generalised-a scheme only first order accurate in time
level 4 for analytical solutions [94,95].
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Fig. 2. Newmark-b time integration with implicit DN coupling yields the expected second-order convergence in time in solid displacements, fluid velocities and pressure.
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Fig. 3. Generalised-a time integration with implicit DN coupling: Choosing a spectral radius in the high frequency limit q1 ¼ 0:98 results in an increased saturation error
compared to q1 ¼ 1:0 or Newmark-b time integration.
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if af – am [126]. The fully implicit variant of the RR scheme yields
similar results and is thus not further discussed at this point.

Regarding the semi-implicit Dirichlet–Neumann (SIDN) and
Robin–Robin (SIRR) coupling schemes, we report the expected con-
vergence rates in Fig. 5, treating the mesh motion equation, fluid
momentum equation, viscosity projection and divergence suppres-
sion explicitly. Additionally, taking the fully implicit N-b scheme as
a baseline, saturation errors in the fluid pressure increase for both
semi-implicit variants. Using the RR coupling scheme, the satura-
tion errors of the fluid pressure and velocity depend on the Robin
parameters gR

s and gR
f chosen according to [72]

gR
f ¼ qsHs

Dt
þ bDt and gR

s ¼ qf

Dt
clmax; ð67Þ
9

where Hs ¼ 1;b ¼ 0 and clmax ¼ 0:01 were chosen, the latter of
which was found uncritical in this example. Considering the sub-
stantial increase in efficiency, the semi-implicit schemes are very
attractive for practical applications as indicated at various places
in the literature [20,77,79–82,84].
4.2. Analytical solution: circular piston

Another analytical solution is employed to confirm the
expected convergence rates in space. A circular piston as depicted
in Fig. 1b, where the structure occupies the region from r̂ ¼ 0 to the
interface at r̂R ¼ rR t ¼ 0ð Þ in the reference configuration, pulsates
in radial direction, driving the fluid. The fluid adheres to the pis-
ton’s periodic motion and since the time-dependent fluid domain
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Fig. 4. Generalised-a time integration with implicit DN coupling and various q1: Increased algorithmic damping as q1 ! 0 results in an increased saturation error and
reduces the temporal order of convergence of the fluid pressure from the optimal 2 down to 1.
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Fig. 5. Newmark-b and WBZ-a q1 ¼ 0:95ð Þ time integration: The semi-implicit SIDN and SIRR schemes yield almost identical errors compared to the fully implicit DN
coupling independent of the time integration scheme applied.

R. Schussnig, Douglas R.Q. Pacheco and Thomas-Peter Fries Computers and Structures 260 (2022) 106718
ranging from r P rR tð Þ to r ¼ R changes in volume, the fluid freely
exits and enters the computational domain due to incompressibil-
ity. For a detailed derivation see [94,95], whereas herein we conve-
niently express the solution in terms of the radial component of
structure displacement

d̂s;r r̂; tð Þ :¼ bJ 1
xr̂
cp

� �
sin xtð Þ; such that rR tð Þ ¼ r0R þ d̂s;r r0R; t

� �

with frequency x, a parameter b scaling the amplitude, initial pis-
ton radius r0R; cp as defined in Eq. (66) and J 1 denoting the Bessel
10
function of the first kind and order one, which gives the fluid’s
radial velocity component

uf ;r r; tð Þ ¼ R
r
V tð Þ; with V tð Þ ¼ xb

R
rR tð ÞJ 1

xr0R
cp

� �
cos xtð Þ;

and the fluid pressure

pf r; tð Þ ¼ P tð Þ þ qf

2 1� R
r

� �2h i
V tð Þ2 þ qf R log R

r

� �
@
@t V tð Þ;

with P tð Þ ¼ � qf

2 1� R
rR tð Þ

� �2� 	
V tð Þ2 � qf R log

R
rR tð Þ

� �
@
@t V tð Þ

�b sin xtð Þ ks þ 2ls

� �
x
cp
J 0

1
xr0R
cp

� �
þ ks

r0
R
J 1

xr0R
cp

� �h i
;
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where J 0
1 denotes the first derivative of J 1. The piston with initial

radius r0R ¼ 0:5 pulsates with frequency x ¼ p and b ¼ 0:1 is set.
Fluid’s density and dynamic viscosity are considered as
qf ¼ 1 g=m3 and lf ¼ g1 ¼ 0:5 mPa s, respectively. The linear-

elastic solid has a density of qs ¼ 1 kg=m3, a Young’s modulus of
Es ¼ 100 kPa and a Poisson’s ratio of ms ¼ 0:3. To minimise the influ-
ence of time integration error, the time interval from t ¼ 0 to
t ¼ 0:05 s is divided into 80 equal time steps of constant length
Dt ¼ 0:625 ms and integrated using second-order time-stepping
schemes and extrapolation.

The experimental orders of convergence are reported in Fig. 6,
allowing for a direct comparison of the errors obtained with
Q2=Q1 and Q1=Q1 elements and various coupling schemes, where
the Robin parameters are again set according to (67). The deliber-
ately chosen parameters result in directly recovering the exact
solution of ds up to the specified tolerance/time integration error,
but allow easily measuring experimental convergence rates of fluid
velocity and pressure. The fluid velocities converge at a rate of
eoc ¼ 2 for the fully implicit and semi-implicit schemes with
almost identical errors obtained. This is exactly as expected, even
for the Q2=Q1 finite element pairing (cf. [102,103,110]). Pressure
rates of order 1 are observed for linear pressure interpolation
and a slightly higher rate of eoc � 1:5 when using Q2=Q1 interpola-
tion. These results are optimal for the considered split-step scheme
in the fluid pressure, where one might expect convergence rates of
order 1 using (bi-) linear elements in the observed norm. However,
the measured rates of � 1:5 for the Q2=Q1 pair are lower than what
one would hope for, judging from the basic split-step scheme,
which gives rates of 2 in the pressure norm observed here. These
higher rates are found initially, but decrease under refinement.
Additionally, the solid subproblem yielded optimal convergence
rates when tested using different parameter settings, which is
omitted for the sake of brevity. The sole reason for not choosing
those different parameter settings altogether is the inherent diffi-
culty in demonstrating all convergence rates at the same time,
which was not found possible here due to the problem setup and
relative sizes of physical quantities and tolerance choices.

4.3. Pressure pulse benchmark

To investigate the influence of different material models on the
coupling algorithm, we consider a variant of the well-established
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Fig. 6. Spatial convergence rates obtained using Q1=Q1 or Q2=Q1 interpolation in com
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benchmark example of a pressure pulse traveling through a
straight flexible tube as used in [96] based on [66,111]. The param-
eter choice is inspired by hemodynamic applications, fixing the
tube length of l ¼ 5 cm and inner radius of ri ¼ 0:5 cm. The sur-

rounding solid is divided into two layers X̂s;1; X̂s;2 of equal thick-
ness hs ¼ 0:05 cm indicated by different colors in Fig. 7a,
resulting in an outer radius of ro ¼ 0:6 cm.

A pressure pulse is generated setting rfnf ¼ �pinnf at the inlet,
with pin ¼ 10 mmHg � 1333:22 Pa for the first 9 ms and zero
otherwise. On the outflow boundary, zero Neumann conditions
are enforced. The tube is fixed at both ends, and zero traction con-
ditions are prescribed at the solid’s external boundary at r ¼ ro.
Effects of external tissue support and downstream vasculature
are neglected at this point, but can be introduced easily using
lumped parameter models [111,142–147]. Concerning the material
parameters, we set the fluid and solid densities to qs ¼ 1200 kg=m3

and qf ¼ 1060 kg=m3, which triggers strong added-mass effects.
Further, we consider a Newtonian fluid with a viscosity of lf ¼
3:5 mPas, which needs to be suitably chosen (see, e.g., [96,148,
149]) for comparison to the more general Carreau model with
g0 ¼ 56 mPa s;g1 ¼ 3:45 mPa s; kf ¼ 3:313 s and n ¼ 0:3568 taken
from [150]. For the solid phase, linear elasticity (11) or a St.
Venant–Kirchhoff solid (10), both with Young’s modulus Es ¼
300 kPa and Poisson ratio ms ¼ 0:3 are compared to layered models
of neo-Hookean material with and without additional fiber rein-
forcement (Eqs. (12) and (13)). The latter two choices use
ms ¼ 0:499 and shear rates of ls;1 ¼ 62:1 kPa and ls;2 ¼ 21:6 kPa
for the inner and outer layers, respectively. The fiber orientation
is computed from radial and longitudinal orientation vectors as
depicted in Fig. 7b. These local systems are constructed by solving
two auxiliary scalar Laplace problems with suitable boundary con-
ditions in the solid domain as discussed in Section 2.2. The two
fiber families are oriented relative to the circumferential
orientation vectors, rotated by 	ac into the longitudinal direction.
Fiber parameters are k1 ¼ 1:4 kPa; k2 ¼ 22:1 and jc;1 ¼ 0:12;
ac;1 ¼ 27:47� or jc;2 ¼ 0:25;ac;2 ¼ 52:88� in inner and outer layers
according to [151–153].

We use a uniform time step of Dt ¼ 0:5 ms in the second-order
accurate scheme, i.e., BDF-2 and linear extrapolation as initial
guess or possible linearisation. The WBZ�a and CH�a time inte-
grators with q1 ¼ 0 are selected to counteract pressure oscillations
10 0

bination with the DN coupling scheme or semi-implicit variants SIDN and SIRR.



Fig. 7. Finite element mesh considered for the pressure pulse benchmark.
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in time caused by the jump in the Neumann condition and simul-
taneously give the lowest iteration counts. Aitken’s relaxation is
initiated with x0 ¼ 0:01, coupling the subproblems until reaching
�abs ¼ 10�7 or �rel ¼ 10�4, while a relative Newton tolerance of
�N ¼ 10�3 in (19) was found sufficient.

Snapshots of the travelling pulse are shown in Fig. 8, where the
HGO and Carreau models were employed. As opposed to the tradi-
tional benchmark, the hemodynamic-inspired setting features lar-
ger displacements given the lower material stiffness, as can be seen
in Fig. 9a. However, despite the maximum displacement being
� 30 % of the tube’s thickness (and also only � 0:6% of the tube’s
Fig. 8. Snapshots at time t ¼ 15;22;29 ms of the pressure pulse in the Carreau fluid trave
fluid velocity uf in cut tube (left), pressure pf and viscosity lf in slice at x2 ¼ 0 (right).
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length), strains are small enough for linear elasticity (E) and St.
Venant–Kirchhoff (SVK) solid to yield almost identical values for
both the observed quantities (see Fig. 9a and b). The fiber contribu-
tion present in the HGO model is already visible, but not dominant
given the fiber parameters and small strains. Comparing the differ-
ent rheological laws used, one can see large variations in viscosity
at any point in time (see Fig. 8), but negligible effects on displace-
ments and pressure. Additionally, we observe ‘‘backflow” instabil-
ities as a consequence of fluid entering over the inlet Neumann
boundary due to mass conservation. Despite those oscillations
close to the inlet, the solver still converges. Possible remedies to
ling the tube of HGO material (deformation scaled by 10): Solid displacement ds and



Fig. 9. Pressure-pulse benchmark with linear elasticity (E), St. Venant–Kirchhoff (SVK), neo-Hookean (NH) or Holzapfel–Gasser–Ogden (HGO) material models for the solid
phase and Newtonian (N) or Carreau (C) fluids.
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stabilise such effects are backflow stabilisation or similar tech-
niques [111,142,146,154–156], which are not considered at this
point.

Let us note here that the presented solutions can merely indi-
cate that suitable parameters and material laws themselves are
central aspects in the description of the system behavior. This,
however, does not lie within the scope of this contribution, since
the aim here is simply to demonstrate versatility by easily switch-
ing between constitutive equations of particular interest depend-
ing on the available data or application. Within this work, we
present this problem setup to assess computational performance
of the various coupling schemes presented. From now on, we only
consider linear elasticity with a Newtonian fluid and the HGO
model together with the Carreau law.

Inspecting the accumulated FSI iterations depicted in Fig. 10, we
see that the total iteration counts are decreasing with the semi-
implicit schemes. Interestingly, treating the fluid mesh motion
and momentum balance equations explicitly does not only reduce
the computational cost of one individual coupling step, but also
reduces the number of total iterations. This effect is independent
of the material laws applied, potentially boosting computational
performance depending on the fluid and solid subproblem sizes.
But on the flip side of the coin, we rather surprisingly see that
the Robin–Robin variants of the scheme do not improve conver-
gence in contrast to the results presented in [72,79]. In those
papers, the Robin condition on the fluid phase was found to sub-
stantially decrease the number of needed coupling steps, which
does not seem to transfer to the present split-step approach. To
Fig. 10. Accumulated FSI iterations using implicit Dirichlet–Neumann (IDN) or Robin–Ro
benchmark.
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diminish a possible influence of the Robin parameter, tests are
conducted in the linear elasticity/Newtonian fluid case varying
the Robin parameters in the fluid momentum balance and PPE.
The latter option modifies Eqs. (61) and (62) to include Robin inter-
face conditions as well, but was found diverging for any gR

f . Scaling

the Robin parameter gR
f computed via Eq. (67) in the fluid momen-

tum balance by some aR, iteration counts stay almost identical for
aR large enough, as can be seen in Fig. 11. Choosing aR ! 0 and
aR ! 1 correspond to Neumann–Neumann and the standard
Dirichlet–Neumann coupling schemes, first of which needs more
than the preset maximum of 150 steps to converge leading to
divergence in the fifth time step.

The Robin parameter gR
s in the solid’s balance of linear momen-

tum has two distinct interpretations depending on the coupling
scheme applied: in implicit schemes, a standard Robin–Robin cou-
pling is recovered, possibly mildly increasing efficiency as reported
by Badia et al. [72]. In our semi-implicit scheme, however, it is
recalled that the interface Robin term is responsible for informa-
tion transfer from fluid to solid phase (with n indicating the time
step, k the iterate in the FSI coupling scheme and l the iterate in
Newton’s method) as

a0
f u;P dnþ1

s

� �
n̂s

E
R̂
¼ a0

f u;hnþ1
s � gR

s
_dnþ1
s dl

s

� �E
R̂

DD
¼ a0

f u;gR
su

k
f þ Jkf r uk

f ;p
kþ1
f ;lkþ1

f

� �
F�T
f n̂s � gR

s
_dnþ1
s dl

s

� �E
R̂
;

D
which as gR

s ! 0 reduces to a Neumann condition on the interface,
but as gR

s ! 1 smoothly transitions to an explicit coupling scheme
bin (IRR) variants and semi-implicit counterparts (SIDN, SIRR) in the pressure pulse
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Fig. 11. Accumulated FSI iterations using implicit Robin–Neumann coupling with
Robin parameter gR

f ¼ aR
qs
Dt, linear elasticity and a Newtonian fluid in the pressure

pulse benchmark.
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based on the extrapolated velocity uk
f . Despite the latter greatly

decreasing the number of coupling iterations depending on the
specific choice for gR

s , one also observes decreased temporal stabil-

ity. Therefore, gR
f ¼ 102 qs

Dt and gR
s ¼ 10�4 qf

Dt are chosen for all of the
RR results presented in Fig. 10.

Before moving on to a final, more challenging example, let us
summarise the insights gained from this simple pressure pulse
benchmark: As expected, semi-implicit treatment of both the fluid
mesh motion and fluid balance of linear momentum is found suf-
ficiently accurate, while the constitutive equations considered for
fluid and solid phases can be exchanged effortlessly similar to
other partitioned approaches. In this simple setup, however, nei-
ther the generalised Newtonian rheology nor the nonlinear contri-
butions, which differentiate linear elasticity from the St. Venant–
Kirchhoff model or the fiber reinforcement in the HGO model com-
pared to the neo-Hookean one, change the observed quantities
much. Moreover, introducing Robin conditions in the framework
did not improve convergence properties, only mild improvements
are seen in some cases, but instabilities arise from unsuitable
choices. The semi-implicit Robin–Robin or Dirichlet–Robin
schemes transition to fully explicit schemes as gR

s ! 1, which
are found rather unstable in first numerical tests. Consequently,
Fig. 12. Finite element mesh used in the idea
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the method of choice is the SIDN algorithm, which delivered low
iteration counts, stable solutions and requires less data transfer
than the Robin variants.

4.4. Flow through an idealised aneurysm

In this final numerical example, we consider the flow through
an idealised abdominal aortic aneurysm (AAA) using physiological
parameter sets to challenge the devised framework. The setup cho-
sen is similar to [157], combining a prototypical geometry as rec-
ommended by surgeons [158,159] with flow data from [160].
Comparable settings in a biomedical context with benchmark char-
acter were presented by Turek et al. [161] and Balzani et al. [162],
while patient-specific geometries were considered, e.g., in
[10,53,163].

The AAA geometry with a length of l ¼ 20 cm and with inner/lu-
men radius of ri ¼ 1 cm at the in- and outlet is discretised using
� 1:3� 105 trilinear elements as depicted in Fig. 12, resulting in
� 1:3� 105 nodes. These radii are expanded to a maximum of
� 6:5 cm in lateral direction and � 5:5 cm in anterior-posterior
direction in the middle of the aneurysm. The medial and adventi-

tial layers of the aorta, X̂s;1 and X̂s;2, are considered with a uniform
and equal thickness of hs ¼ 0:75 mm, where a fiber orientation is
constructed by solving two auxiliary Laplace equations as in the
pressure pulse benchmark and further processing the resulting
radial and longitudinal orientation vectors shown in Fig. 12b to
obtain mean fiber directions rotated by 	ac from circumferential
into longitudinal direction. The computational domain is dis-
tributed to 8 processors as indicated by different colors in
Fig. 13a, ignoring the fluid-solid interface.

Regarding boundary conditions, we fix the nodes at the in- and
outlet and consider a viscoelastic external tissue supporting the
solid by enforcing

Pn̂s ¼ ts ¼ �keds � ce
@

@t
ds � pen̂s

via the boundary term on ĈN;s with ke ¼ 107 N=m3; ce ¼ 105 Ns=m3

and pe ¼ 0 N=m2 chosen similar to [122,143,145]. The fluid inlet
condition is computed from periodic mean inlet velocity �uin as
shown in Fig. 13b, prescribing the normal inlet velocity component
u1 in terms of the distance from the circular inlet center r:
lised abdomial aortic aneurysm example.



Fig. 13. Realistic geometry distributed to 8 processors (left) and flow data (right) [157–159].
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u1 ¼ 2�uin 1� r
ri

� �
nt tð Þ; with nt tð Þ ¼ sin2 pt

0:4

� �
for t 6 0:2;

1 otherwise;

(

and a factor of 2 to match the volumetric flow rate computed from
the mean velocity �uin with a parabolic velocity profile. The outlet
pressure is approximated via a three-element Windkessel model
(see, e.g., [122,142,146,147])

C
@

@t
pp þ

pp

Rd
¼ Q uf

� �
; pc � pp ¼ RpQ uf

� �
;

which represents the characteristics of the excluded downstream
vasculature. Therein, the flow over the outlet is denoted as Q uf

� �
and parameters for the capacitance C ¼ 1:25� 10�9 m4s2=kg and
the proximal and distal resistances are specified as
Rp ¼ 266:66� 105 kg=m4s and Rd ¼ 6:8� 108 kg=m4s, respectively.
The outlet pressure is then weakly enforced through the standard
traction boundary integral term, setting

rfnf ¼ �pcnf � qfuf uf � nf

� �
�;

also including backflow stabilisation according to [164], where
uf � nf
� �

� ¼ �uf � nf for uf � nf 6 0 and 0 otherwise. Moreover, Galer-
kin least-squares stabilisation [165] is added to the fluid momen-
tum balance equation to counteract dominant convective terms.

Concerning material properties, we keep the physiological
parameters as set in the pressure pulse benchmark, i.e., densities
of qf ¼ 1060 kg=m3 and qs ¼ 1200 kg=m3, either a Newtonian
fluid with viscosity lf ¼ 3:5 mPa s or a Carreau fluid with
g0 ¼ 56 mPa s;g1 ¼ 3:45 mPa s; kf ¼ 3:313 s and n ¼ 0:3568,
again, taken from [150]. For the solid, we consider a St. Venant–
Kirchhoff solid or linear elasticity, both using a Young’s modulus
Es ¼ 300 kPa and a Poisson’s ratio ms ¼ 0:3 and compare with
layered neo-Hookean models with ms ¼ 0:499 and a shear rate
of ls;1 ¼ 62:1 kPa and ls;2 ¼ 21:6 kPa for inner and outer layers,
respectively. Fibers are included for the HGO model, setting
k1 ¼ 1:4 kPa; k2 ¼ 22:1 and jc;1 ¼ 0:12;ac;1 ¼ 27:47� and
jc;2 ¼ 0:25; ac;2 ¼ 52:88� for the media and adventitia layers of
the aorta [151,152]. The prestress present in the tissue in a geom-
etry reconstructed from medical image data is not considered in
this setup. However, we can interpret the present mesh as the
zero-stress geometry being the result of the prestress strategy
‘‘deflating” the model as in [166,167]. This slight discrepancy is
simply ignored, since we do not investigate prestress effects.

Altogether, three pulses are considered, i.e., t 2 0;3ð �, using a
uniform time step of Dt ¼ 1 ms in the second-order accurate
15
scheme, i.e., BDF-2 and linear extrapolation for linearisation. The
WBZ�a and CH�a time integrators with q1 ¼ 0 are selected, since
they were again found to be more robust when using the Wind-
kessel model. Aitken’s relaxation is initiated with x0 ¼ 0:001, cou-
pling the pressure Poisson (PPE) and solid momentum
subproblems in the semi-implicit Dirichlet–Neumann (SIDN)
approach until reaching �abs ¼ 10�6 or �rel ¼ 5� 10�4, while a rela-
tive tolerance in the Newton solver (19) of �N ¼ 10�5 was selected
conservatively.

Looking at solution snapshots at three distinct time instances at
t ¼ 2:2;2:4 and 2:6 s, we observe strong recirculations in the AAA,
especially after the rapid drop of the inflow velocity. In Fig. 14,
selected streamlines indicate areas of recirculatory flow, leading
to large gradients in the velocity fields and hence to a large shear
rate, which ultimately results in strong gradients in the viscosity
field. Further, the maximal and minimal viscosities observed at
any point in time span almost the entire range from g1 to g0.
The pressure in the lumen is spatially rather uniform, but rapidly
changes in time due to the Windkessel model setting the pressure
level, which dominates the deformation rather than the velocity
acting on the vessel. Inspecting the time evolution of the displace-
ment norm and fluid pressure at the apex point at
x̂ ¼ 0:1;0:039;0ð ÞT depicted in Fig. 15, we see that the periodic
state is not yet reached. This is due to the Windkessel model
applied on the outflow boundary, which only gradually increases
the pressure level in the AAA. Observing the displacement norm
and fluid pressure only, effects of the more advanced solid consti-
tutive models cannot be investigated, especially since the displace-
ment remains rather small. The parameter choice for the tissue,
however, leads to a difference easily observable with the naked
eye.

Regarding the difference when applying Newtonian or Carreau
rheological models, Fig. 15 is not sufficient, since the relevant
quantities are neither the displacement nor the pressure, but
rather the time averaged shear rate and shear stress. After defining
the time average �f xð Þ of a function f x; tð Þ over a period Tp by

�f ¼ 1
Tp

Z iþ1ð ÞTp

iTp

f At x̂; tð Þ; tð Þdt;

calculate �_c setting i ¼ Tp ¼ 1, while the shear stress is computed fol-
lowing John et al. [168]:

s ¼ rfnf � rfnf

� � � nf

� 

nf

¼ 2lfrSuf

� �
nf � 2lfrSuf

� �
nf

h i
� nf

n o
nf :



Fig. 14. Snapshots at time t ¼ 2:2;2:4;2:6 s indicated by a vertical line in the periodic mean inflow scaling: Carreau fluid flowing through the abdominal aortic aneurysm of
HGO material (deformation scaled by 5): Solid displacement ds and selected streamlines of the fluid velocity uf (left) or viscosity lf in selected slices (right).
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Inspecting these time averaged quantities in the third cycle, as
shown in Fig. 16, a striking difference is observed as expected.
Nonetheless, within this work we focus on the FSI solver rather than
the phenomenological influence of different model decisions, but
still want to demonstrate the versatility of the framework.

Having thoroughly inspected the solution itself, let us now turn
our attention to the numerical aspects of this test case. Motivated
by the previous example, the semi-implicit Dirichlet–Neumann
(SIDN) coupling scheme is considered. Throughout the entire sim-
ulation time, less than 30 steps coupling solid momentum balance
and PPE are needed, as shown in Fig. 17. Only a slight dependence
on the inflow profile and pressure level in the geometry are
observed. Interestingly, accumulated FSI iteration counts show
that NH and HGO models lead to fewer FSI iterations, which is
16
most likely triggered by higher pressure levels due to a stiffer
material response caused by the selected (higher) Young’s modu-
lus. For comparison, the implicit Dirichlet–Neumann (IDN) scheme
and a scheme treating the mesh motion explicitly, leading to a
geometry explicit (GEDN) approach are also included in Fig. 17b,
showing a decrease of up to 31% in FSI coupling steps needed when
using the semi-implicit variant.

Regarding the iteration counts in the subproblems, consider
first systems solved only once per time step. Solving the linear sys-
tem corresponding to the fluid momentum balance equations
needs an almost constant number of 3 iterations to reach a relative
error of 6 10�8 applying the AMG-preconditioned FGMRES method
using a Chebyshev smoother due to small enough time steps. The
iteration counts over time are depicted in Fig. 18 together with



Fig. 15. Solid displacement and fluid pressure in the apex point using linear elasticity (E), neo-Hookean (NH) or Holzapfel–Gasser–Ogden (HGO) material models for the solid
phase and Newtonian (N) or Carreau (C) fluids. The periodic state is not yet reached due to the Windkessel model. Effects of nonlinearities are small in the observed
quantities.

Fig. 16. Time averaged quantities in anterior-posterior view, inlet on the right: the symmetric solutions show vast differences using Newtonian (top row) and Carreau
(bottom row) models.

Fig. 17. Coupling steps needed using the semi-implicit (SIDN), implicit (IDN) or geometry explicit (GEDN) Dirichlet–Neumann schemes: iterations per time step (left) and
accumulated (right) comparing linear elasticity (E), neo-Hookean (NH) or Holzapfel–Gasser–Ogden (HGO) material models for the solid phase and Newtonian (N) or Carreau
(C) fluids.
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the iteration counts needed so solve the mesh motion equation
with an AMG-preconditioned CG solver. The mass matrix corre-
sponding to the viscosity projection step is lumped and therefore
easily inverted, simply scaling the assembled right-hand side by
a vector representing the diagonal. The iteration counts for the
17
Leray projection step stay nicely bounded around� 35. For brevity,
we do not show a corresponding plot, since it behaves similar to
the PPE and is only computed once per time step – in fact, one
can combine PPE and Leray projection steps of the past velocities
when using divergence damping, solving only one Poisson problem



Fig. 18. Iteration counts in the fluid momentum balance (left) and mesh motion (right) solvers using linear elasticity (E), neo-Hookean (NH) or Holzapfel–Gasser–Ogden
(HGO) material models for the solid phase, Newtonian (N) or Carreau (C) fluids and the SIDN scheme.

Table 3
Absolute (relative) computing times using linear elasticity (E), neo-Hookean (NH) or
Holzapfel–Gasser–Ogden (HGO) material models for the solid phase, Newtonian (N)
or Carreau (C) fluids and the semi-implicit (SIDN), implicit (IDN) or geometry explicit
(GEDN) Dirichlet–Neumann coupling schemes.

computing time FSI steps time/FSI step

E, N (SIDN) 5:53� 105 s (100.0%) 21046 (121.0%) 26:3 s (100.0%)

E, C (SIDN) 5:57� 105 s (100.1%) 21118 (121.4%) 26:4 s (100.4%)

NH, C (SIDN) 9:22� 105 s (166.7%) 17395 (100.0%) 53:0 s (201.5%)

HGO, C (SIDN) 1:09� 106 s (196.4%) 17846 (102.6%) 56:5 s (214.8%)

E, N (GEDN) 1:07� 106 s (193.5%) 27532 (158.3%) 38:9 s (147.9%)

E, N (IDN) 1:41� 106 s (255.0%) 27045 (155.5%) 52:3 s (198.9%)
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for a combined variable. This detail does barely pay off using the
SIDN scheme, which is why we refer to [110] for further details.

For the overall performance, the steps within the semi-implicit
coupling loop, namely the PPE and solid momentum balance solves
are dominant in terms of computational effort. Thus, the good per-
formance of the linear solvers as depicted in Fig. 19 is crucial. We
observe little dependence on the fluid velocity and pressure level,
given the relatively small time step size. Additionally, nonlinear
convergence in the Newton solver is reached in any time step
within 3 iterations, which is also a result of the small time step size
and the quadratic extrapolation used as an initial guess. Comparing
the constitutive models, the linear solvers show equal behaviour
independent of the fluid model employed. The solid model, how-
ever, heavily influences the iteration count in the linear system
solve, resulting from the more complex terms and matrices when
considering NH or HGO models.

Summing up, the solutions of the linear systems corresponding
to each of the subproblems are obtained within a satisfactory num-
ber of iterations and show low iteration counts given the relevant
parameter ranges including realistic Reynold’s numbers and tissue
stiffness. As a last note on the computational performance of the
implementation, compare the absolute and relative time spent
per time step using different constitutive models. As can be seen
from Table 3, the number of FSI coupling steps needed for conver-
gence are slightly higher for stiffer material parameters, while the
Fig. 19. Iteration counts in the PPE (left) and solid momentum balance (right) solvers
material models for the solid phase, Newtonian (N) or Carreau (C) fluids and the SIDN s
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viscosity projection step is negligible in terms of computational
effort. The solid constitutive models, however, do have a strong
influence on the time spent per time step. This additional effort
is caused by both the increased complexity of element integration
and � 2:5� more iterations in the linear system solve (see also
Fig. 19). The SIDN variant outperforms the GEDN and IDN schemes
being at least twice as fast overall, needing less FSI iterations and
less time per coupling step. Interestingly, the number of coupling
steps increases when using the GEDN scheme, but individual steps
and the overall time interval are completed faster compared to the
using linear elasticity (E), neo-Hookean (NH) or Holzapfel–Gasser–Ogden (HGO)
cheme.



Table 4
Relative computing times of relevant steps, indicated by the unknown solved for in the SIDN scheme: in %, split into (assembly + AMG setup + linear solve) for PPE and solid
momentum balance using linear elasticity (E), neo-Hookean (NH) or Holzapfel–Gasser–Ogden (HGO) material models for the solid phase and Newtonian (N) or Carreau (C) fluids.

df uf w f pf ds

E, N 6.0 8.0 4.8 2.6 (6.4 + 4.2 + 19.7) (20.3 + 4.9 + 16.2)
E, C 5.9 8.0 4.9 2.6 (6.3 + 4.2 + 19.5) (20.2 + 4.9 + 16.2)
NH, C 2.3 2.2 3.3 0.8 (1.6 + 2.6 + 14.5) (29.5 + 5.1 + 35.7)
HGO, C 1.6 1.7 2.2 0.6 (1.3 + 1.9 + 10.4) (47.6 + 3.7 + 26.9)
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IDN scheme, since the mesh motion equation is only solved once
per time step.

Timings for the computationally relevant steps within the SIDN
coupling scheme are further listed in Table 4, where we notice the
increased (relative) time spent in those steps. Also, this demon-
strates how little time is spent on the semi-implicit steps, being
the mesh motion equation (df ), fluid momentum balance (uf ),
Leray projection (w) and viscosity projection, the last one of which
is not even listed since the time spent is less than 0:5%. The pres-
sure boundary projection (f) is performed in each coupling step,
but still does not lead to a major computational load. Solving the
PPE (pf ) and solid momentum balance (ds) has the largest influence
on the overall time spent in the SIDN scheme, where one may fur-
ther optimise element integration routines and linear solvers.
Nonetheless, iteration counts are nicely bounded, indicating good
performance of the chosen setup. Parallel scalability of the overall
algorithm is not discussed at this point, but aspect of future
investigations.
5. Concluding remarks

Within this work, we presented a family of coupling schemes
involving incompressible viscous flows interacting with three-
dimensional solids. The standard Navier–Stokes equations are
solved by decoupling velocity and pressure via an equivalent
time-splitting or split-step scheme in arbitrary Lagrangian-
Eulerian formulation, based on a pressure Poisson equation with
consistent boundary conditions. Consequently, substantial parts
of the algorithm can be treated semi-implicitly in an added-
mass-stable way without degrading accuracy. The mesh motion
equation, fluid momentum balance equation, Leray projection (in-
cluded for improved mass conservation) and viscosity projection
are only solved once per time step. Generalised Newtonian
rheological laws are exchanged effortlessly, while also allowing
equal-order, C0-continuous interpolation with Lagrangian finite
elements. Moreover, we considered a general setup including var-
ious constitutive models applied for the solid, demonstrating the
flexibility of the framework and robustness of the coupling algo-
rithm. The accuracy of the scheme is assessed comparing to analyt-
ical solutions in space, applying Q2=Q1 and Q1=Q1 finite element
pairs, and in time, combining BDF-2 with generalised-a time inte-
gration schemes. The framework is then further tested in a bench-
mark example in the context of arterial blood flow and an idealised
abdominal aortic aneurysm, highlighting its great performance
even with black-box solvers and preconditioners.

At this point, some open questions remain to be further anal-
ysed in the future: First, we note that owing to the extrapolation
of the fluid pressure in time needed in the split-step scheme for
the fluid problem, the restrictions on the time step size grow stron-
ger with increasing the temporal order of accuracy. Thus, using
high-order time stepping schemes beyond the presented second-
order time integrators might reduce the maximum allowed step
size drastically. Moreover, when using even higher polynomial
orders, the splitting error of the scheme itself might dominate spa-
tial higher-order accuracy as is observed, e.g., for projection
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schemes. Second, we want to mention that the Robin variants of
the coupling scheme did not perform as expected in our studies.
Depending on the parameters, the considered Robin variants can
substantially decrease the number of coupling steps needed, but
the correct settings remained elusive, demanding further investi-
gation to not spoil overall stability. That being said, the accelera-
tion scheme used herein is Aitken’s relaxation for simplicity, but
much more advanced schemes can be applied straight-forwardly.
In this regard, first tests with the interface quasi-Newton inverse
least-squares method [69,56] are very promising.

Future and ongoing work is centered around scalability tests
and algorithmic optimisation to further reduce runtimes. From a
modelling perspective, other constitutive equations and mixed/hy-
brid formulations for the solid phase will be included, harnessing
the partitioned design. Moreover, we are testing semi-implicit cou-
pling to thrombus formation models, which is a central element in
various cardiovascular conditions.
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Appendix A

Proof of equivalence of systems (30)–(35) and (22)–(27) for suf-
ficiently regular pf ;uf ; gf ; tf ;hf (Theorem 2.1).

Proof. We start by showing first that (22)–(27) imply (30)–(35),
where the stress term in the momentum balance Eq. (22) is simply
rewritten according to (28) to obtain (30). The Dirichlet conditions
on the pressure (33) is obtained by taking the scalar product of the
traction boundary condition (26) and nf first

nf � rfnf � tf
� � ¼ 0

() nf � 2lfrSufnf

� �
� nf � tf ¼ nf � pfnf

� � ¼ pf

and then subtracting lfr � uf from the left hand side, which is
admissible due to r � uf ¼ 0. Analogously, a boundary condition
based on the Robin condition (27) is derived. The Neumann condi-
tion on the pressure (35) results from taking the scalar product of
the momentum balance Eq. (22) and nf and using

�r � rf ¼�r � �pf I þ lf ruf þ ruf

� �Th in o
¼rpf � lfr r � uf

� �� lfDuf � 2rSufrlf

¼rpf � lfDuf � 2rSufrlf ð68Þ
for r � uf ¼ 0 together with
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Duf � r r � uf
� ��r� r� uf

� � ¼ �r� r� uf
� �

;

which, restricted to Ct
D;f , directly gives (35). Similarly, taking (mi-

nus) the divergence of the balance of linear momentum, we get

0 ¼ �qfr � @

@t
uf






At

þruf uf � um
� �" #

þr � r � rf

� �

¼ qf
@

@t
r � uf
� �





At

�r � qfruf uf � um
� �� 2rSufrlf

h i
þr � lfDuf

� �
� Dpf

¼ �r � qfruf uf � um
� �� 2rSufrlf

h i
þr � lfDuf

� �
� Dpf ;

but with (69) we can rewrite

r � lfDuf

� �
¼ �r � lfr� r� uf

� �h i
¼ � r� r� uf

� �� 
 � rlf ; ð70Þ

which then finally gives Eq. (31). The additional Eq. (32) is simply
the continuity equation at t ¼ 0, thus completing the first part. To
finish the proof of equivalence, we start from the other direction,
i.e., show that (30)–(35) imply (22)–(27) by first taking minus the
divergence of (30) and adding it to (31), which gives

� qfr � @

@t
uf






At

 !
þr � r � 2lfrSuf

� �h i
�r � 2rSufrlf

h i
þ r� r� uf

� �� 
 � rlf ¼ 0;

where we can further use relations similar to (69) and (68) to get

� qfr � @

@t
uf






At

 !
þr � lfr r � uf

� �þ lfDuf

h i
þ r r � uf

� �� Duf

� 
 � rlf ¼ 0;

where we use (69) and (70), but without inserting r � uf ¼ 0, to
finally arrive at

@

@t
r � uf

� �




At

�r � 2
lf

qf
r r � uf

� �" #
¼ 0; ð71Þ

being a heat equation in the new variable U :¼ r � uf in ALE form.
Neumann conditions for (71) are obtained by taking the scalar pro-
duct of (30) and nf and adding the result to (35), which gives

nf � �r � 2lfrSuf

� �
� lf r� r� uf

� �� 
þ 2rSuf

n o
¼ 0:

Further using once again (69) and (68), we end up with

0 ¼ nf � �2lfr r � uf
� �h i

) nf � rU ¼ 0 on Ct
D;f : ð72Þ

Dirichlet conditions for (71) are constructed from (33) and (34),
which after inserting the definition of tf and hf , respectively,
directly result in

� lfr � uf ¼ 0 ) U ¼ 0 on @Xt
f n Ct

D;f : ð73Þ

Given these zero Neumann and Dirichlet conditions for U, and
assuming the geometric conservation law is fulfilled, i.e., a constant
quantity is preserved on the moving grid (cf. [169–172]) we obtain
U � 0 as the only admissible solution to (71)–(73). Consequently,
the modified system also inherently enforces incompressibility
and we conclude the proof by quickly noting that equivalence of
(30) and (22) is easily shown using (68) again. h
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