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a b s t r a c t 

Aortic dissection (AD) is a condition of the main artery of the human body, resulting in the formation 

of a new flow channel, or false lumen. The disease is usually diagnosed with a computed tomography 

angiography scan during the acute phase. A better understanding of the causes of AD requires knowledge 

of the aortic geometry (segmentation), including the true and false lumina, which is very time-consuming 

to reconstruct when performed manually on a slice-by-slice basis. Hence, different automatic and semi- 

automatic medical image analysis approaches have been proposed for this task over the last years. In 

this review, we present and discuss these computing techniques used to segment dissected aortas, also 

in regard to the detection and visualization of clinically relevant information and features from dissected 

aortas for customized patient-specific treatments. 

© 2020 Elsevier B.V. All rights reserved. 

1. Introduction 

The aorta is the main artery of the human body and carries 

oxygen-rich blood from the heart to the rest of the body through 

its branch arteries. On a microscale level, the aortic wall consists of 

three layers – intima, media, and adventitia – which primarily con- 

sist of collagen fibers, elastic fibers, vascular smooth muscle cells 

and the ground substance. A dissection of the aorta is defined as a 

separation of layers of the aortic wall, causing blood to flow into a 

new cavity, which is called ‘false’ lumen, to distinguish it from the 
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physiological ‘true’ lumen of the aorta; see Fig. 1 and Fig. 2 for il- 

lustrations and Sherifova and Holzapfel (2019) for a recent review. 

An aortic dissection (AD) is often initiated from an intimal tear 

( Thubrikar et al. (1991) ) or from a perforation of the intima caused 

by intramural hemorrhage and hematoma formation ( Khan and 

Nair (2002) ). According to the Stanford classification ( LeMaire and 

Russel (2011) ), AD can be classified according to the origin of the 

intimal tear: if the ascending aorta is involved, then it is classified 

as Type A (Type A aortic dissection – TAAD), otherwise, if only the 

arch or the descending aorta are involved, it is classified as Type 

B (Type B aortic dissection – TBAD). According to a previous study 

( Tsai et al. (2007) ), we can summarize the typical development of 

TBAD as the following six stages: 

• Stage 1: The patient has aortic tissue abnormalities or increased 

aortic wall stress 
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Fig. 1. Computer-generated visualization of the aortic wall, of its different layers, 

and of its deformation due to the formation of a primary entry tear. 

Fig. 2. Computed tomography angiography of a healthy subject (left), where only 

one lumen is visible in the aorta; an aortic dissection case, where the false and 

true lumina are clearly distinguishable (right). 

• Stage 2: Due to an intimal tear, a small false lumen forms, but 

the effect on the blood flow is still minimal 
• Stage 3: The false lumen propagates downstream in the longi- 

tudinal direction, but without a thrombosis; the blood flow is 

disturbed due to the presence of the false lumen 

• Stage 4: The false lumen reaches its final shape. A second or 

more distal tear may occur. The blood flows freely through the 

false and true lumina once the additional distal tears occur 
• Stage 5 (optional): A thrombosis accumulates from the dis- 

tal side of the false lumen. The distal tears may gradually be 

blocked by the thrombus 
• Stage 6 (optional): Complete thrombus is formed in the false 

lumen. The blood pressure within the false lumen is very low 

and non pulsatile 

It should be mentioned that the false lumen might never de- 

velop a thrombus, and hence the stages 5 and 6 may not occur in 

a patient. The factors causing the formation of a thrombus are still 

investigated and prediction models have been suggested, see, e.g., 

Menichini et al. (2016) . 

A quantitative and accurate analysis of all these stages is a 

non-trivial task due to the significant shape changes which af- 

fect the aorta. Therefore, to model and quantify the progression 

of the disease, different segmentation techniques have been pro- 

posed, which automatically or semi-automatically segment the vol- 

ume of the dissected aorta, and provide a semantic representation 

of the true lumen, the false lumen, the aortic wall and the inti- 

mal flap. In this paper, we first provide an overview of the clin- 

ical workflow, including its current implications, and afterwards 

we review the different approaches which have been suggested, 

discussing their strengths and limitations in regard to computa- 

tional complexity, segmentation accuracy, data requirements and 

the amount of user interaction. 

Manuscript Outline We present a review on the fundamen- 

tal technologies used in computer-aided diagnosis and treatment 

of AD which includes AD segmentation, detection, visualization, 

simulation and detection of the intimal tear. We review AD seg- 

mentation papers which have the goal to segment the aortic lu- 

men, i.e. the true lumen and the false lumen together. These pa- 

pers, which pursue this topic, we address as core papers in this 

review. In Section 2 we describe AD segmentation as the core step 

for computer-aided diagnosis, 3D visualization, simulation of the 

hemodynamics and further AD-specific analyses such as the mea- 

surement of aortic diameters for surgery planning and follow-up. 

The core papers are thoroughly analysed in Section 3 . Further non- 

core papers , covering intimal flap segmentation, AD detection, in- 

timal tear detection, visualization and simulation are covered in 

Section 4 . We name these papers as additional papers as they are 

usually dependent on the task of the AD segmentation. Eventually, 

we conclude this review with Section 5 , with a summary of the 

current state of AD segmentation methods and provide an outlook 

for future development of automatic AD segmentation approaches. 

The logic behind this arrangement of the review is that improved 

AD segmentation will concurrently benefit AD-related applications, 

ranging from detection to visualization and simulation. For clarifi- 

cation, it is worth to note that a paper that is focused only on the 

segmentation of the aortic lumen is still categorized as core paper . 

The reason behind this choice was that the paper is a prelude to 

further research published by the same research group. The group 

later on published follow-up research on the segmentation of the 

true and false lumina. Furthermore, even if the segmentation of the 

intimal flap is sometimes an intermediate step in the AD segmen- 

tation, we categorize these papers as additional papers in Section 4 , 

as the papers did not explicitly address the topic of aortic lumen 

segmentation. 

Search Strategy We performed a search in IEEE Xplore Digital 

Library, Scopus, DBLP, PubMed, and Google Scholar for the keyword 

‘aortic dissection’ together with any keyword between { ‘segmenta- 

tion’, ‘detection’, ‘visualization’, ‘mesh’, ‘geometry’ }. During the search 

we retrieved 1 328 non-distinct records. Additionally, we consid- 

ered three papers, which were already known to us. Based on the 

titles and abstracts, we excluded all the records with only clinical 

contributions such as radiological findings (e.g., Kim et al. (2019) ). 

After this stage, we assessed the resulting 99 distinct papers and 

excluded 63 of them. The reason for exclusion has most commonly 

been either the overlap of content with other papers or the us- 

age of AD in the abstract and introduction as motivation, but lack 

of objective results and discussion on AD images. This resulted 

in a total of 7 core papers about AD segmentation, which will be 

covered in-depth in our review. However, we excluded papers not 

written in English and non peer-reviewed manuscripts and reports. 

To the best of our knowledge, this is the first review that gives 

a thorough analysis of all the published AD segmentation studies. 

In addition, we provide a qualitative synthesis of papers regarding 

the detection, visualization, and simulation of AD and the segmen- 

tation of the intimal flap. We will refer to these papers as addi- 

tional papers . The number of these additional papers is 29, includ- 

ing three AD segmentation, seven intimal flap segmentation, five 

AD detection, one intimal tear detection, four AD visualization and 

nine simulations. An overview of these papers is summarized in 

Fig. 3 . Note that we did not include all the existing published re- 

search for the additional papers , and only the most recent, repre- 

sentative papers were considered. However, we attempted to make 

sure that the selected papers cover all the methodologies for each 

topic. More information on the search strategy and the identified 

papers can be found in the section on ‘Supplementary Material’. 

2. AD Segmentation: Clinical workflow, implication and 

relevance 

A personalized and precise management of AD has been in- 

creasingly desired in thoracic endovascular aortic repair (TEVAR) 
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Fig. 3. Categorization by numbers of related AD publications presented and discussed in the present review, similar to the review article about generative adversarial 

networks of Yi et al. (2019) . The leftmost diagram shows the overall number of papers according to the different tasks, i.e. segmentation, detection, visualization and 

simulation. A detailed list of these papers is provided in Table 1 and Table 2 . The diagram in the middle presents the total amount of publications according to the year they 

were published. Instead of showing the publications per year, we chose five categories to provide a more compact view. The three bars in the middle show always a time 

frame of four years. The first and last bars show the number of publications until 2005 and from 2018 on. Finally, the rightmost diagram displays the number of publications 

that segment the aorta, the intimal flap, the true (TL), the false lumen (FL), and the TL, FL and the thrombus. Note that the segmentation is often the very first step in an 

overall medical image processing pipeline, and all subsequent steps depend on it. 

( Krol and Panneton (2017) ). Such a scheme can be involved in all 

stages of AD management, including preoperative planning, follow- 

up, prognosis and prediction of the long-term outcome. During 

surgical planning, it is crucial to select and place the stent-graft 

based on the geometrical characteristics of the patient’s aorta, sim- 

ilarly to aortic aneurysms ( Egger et al. (2012) ), such as diameters, 

volumetric shape and, for dissections ( Wang and Fairman (2009) ), 

the exact location of the intimal tear – information, which has 

shown to be effective in reducing complication and recurrence 

rates ( Dake et al. (1999) ; Huang et al. (2013) ; Nienaber et al. 

(2013) ; Rohlffs et al. (2015) ). Although not yet standardized, a cru- 

cial reason for these patient-specific stent-grafts is to prevent so- 

called ‘endoleaks’ ( Lu et al. (2015) ), and, therefore, avoid a re- 

intervention due to a disconnection between the stent-graft and 

the aortic wall ( Parmer et al. (2006) ). 

During follow-up, an evaluation of the dissection development 

is required for vascular surgeons to assess the effect of TEVAR 

on the patient, which includes observing the changes in diameter, 

volume and morphology of true and false lumina ( Schoder et al. 

(2007) ; Huptas et al. (2009) ; Kim et al. (2011) ; Melissano et al. 

(2012) ). These geometrical characteristics of ADs are important 

prognostic factors, also in AD management. Aided by commer- 

cial software, such as Aquarius ( https://www.terarecon.com/ , Ter- 

aRecon, Foster City, CA) and 3Mensio ( https://www.3mensio.com/ ), 

vascular surgeons can obtain a 3D model of the dissected aorta for 

morphological evaluation, manually segment (identify) true lumen 

and false lumen for diameter and volume measurement and locate 

the intimal tear by examining the computed tomography angiog- 

raphy (CTA) image in a slice-wise manner ( Stanley et al. (2011) ; 

Qing et al. (2012) ; Codner et al. (2019) ). Although commer- 

cial applications support surgeons and radiologists covering these 

tasks, to the best of our knowledge, they still require an in- 

tense user interaction, which results in time-consuming and error- 

prone operations, with a remarkable user dependability. Fur- 

thermore, it remains to be a challenging, time-consuming and 

experience-dependent task to obtain these crucial information ac- 

curately. For example, a review from Nienaber et al. (2016) re- 

ports for the diameters, interoperator and intraoperator mea- 

surement variabilities numbers of ± 5 mm and ± 3 mm, 

respectively. 

Fig. 4. AD segmentation as the core step for other AD-related analysis and appli- 

cations. Solid lines indicate direct connections, e.g., from the segmentation to the 

visualization, while dashed lines indicate a skip of the module they go through, 

e.g., the segmentation can skip the visualization and go directly to the simulation. 

Fig. 4 shows that the AD segmentation is the core step for 

other AD-specific analyses and applications such as 3D visualiza- 

tion of the lumina, measurement of the luminal diameters, and 

creation of surface or volumetric models for hemodynamic sim- 

ulations ( Bucurenciu et al. (2019) ). For some of the computer- 

aided systems that identify AD in CT images automatically or semi- 

automatically, the aortic segmentation is usually required as the 

first step to create the region of interest (ROI). AD can be seg- 

mented using several successive steps: segmentation of the whole 

aorta, segmentation of the intimal flap, also known as dissection 

membrane, and the separation of true and false lumen. The inti- 

mal tear can be located on the segmented intimal flap. 

Fig. 5 shows the overall components of computer-aided AD 

management, in which AD segmentation plays the key role. Most 

of the time, contrast agent is used for computed tomography (CT) 

https://www.terarecon.com/
https://www.3mensio.com/
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Fig. 5. Overall components of computer-aided AD management. Images labeled as AO show non-dissected aortas, while images labeled as AD show dissected aortas. As a 

first step, automatic aortic segmentation from CTA images (AD, AO) is performed to obtain the whole aortic region, which is the ROI. The ROI is then sent to an automatic 

AD diagnosis system to classify it as either a dissection (AD.1, AD.2) or a non-dissection (AO.1, AO.2). For AD treatment, the true and false lumina (AD.3), and intimal flap 

(AD.4) are further segmented to enable an automatic quantification of their geometric features, which helps the design and placement of patient-specific stent grafts. The 

geometry of the aorta, the true and false lumina can also be used for AD related research (AD.5), such as AD simulation, which can in return give insights into how an AD 

treatment can be improved. 

AD imaging. Given a contrast-enhanced CT, the whole aorta, the 

true lumen (TL) and the false lumen (FL) are segmented automati- 

cally. Most of the suggested methods for segmentation are semi- 

automatic and rely on the prior knowledge of the morphologi- 

cal and anatomical characteristics of the two lumina. A limited 

amount of studies have instead explored fully automatic, learning- 

based methods for this task ( Cao et al. (2019) ; Li et al. (2019) ). 

Computer-aided AD detection and diagnosis is generally performed 

in 2D cross-sectional CT slices and usually requires the aortic re- 

gion to be segmented first. Both aortic shape analysis and learning- 

based approaches have been investigated. The acquisition of the 

3D geometry, used for computer simulations, also depends on the 

segmentation step. Computational fluid dynamics, for example, is 

a widely adopted tool for understanding the mechanisms behind 

the formation and the progression of an AD, which can provide 

further insights on AD diagnosis and treatment. Besides, automatic 

AD segmentation also brings the prospect of a fully automatic AD 

management system, where the geometric properties of an AD –

luminal diameter, overall volume and location of the intimal tears 

– can be automatically measured. In the following sections, we 

provide a qualitative synthesis of the suggested algorithms for each 

component. 

3. Computer-aided AD segmentation: A review of algorithms 

While a large number of studies have focused on computer- 

aided segmentation of the aorta ( Lesage et al. (2009) ), the seg- 

mentation of dissected aortas, including true lumen, false lumen, 

intimal flap and outer wall, has been less intensively investi- 

gated, despite the strong clinical relevance. The unavailability of 

public datasets of ADs might represent a major factor for this. 

For the segmentation of healthy aortas, the methodologies range 

from established image processing techniques such as level-set 

( Kurugol et al. (2012) ; Martínez-Mera et al. (2013) ), region-growing 

( Martínez-Mera et al. (2013) ; Seada et al. (2016b) ) and model- 

based approaches ( Behrens et al. (2003) ; Lubniewski et al. (2012) ; 

Xie et al. (2014) ; Seada et al. (2016) ), to emerging approaches 

such as machine learning ( Vitanovski et al. (2012) ) and deep 

convolutional neural networks (CNNs) ( Trullo et al. (2017) ; 

Noothout et al. (2018) ). The segmentation of dissected aortas, 

even without a semantic distinction of true and false lumina, 

has proven to be a more challenging task than the segmenta- 

tion of healthy aortas due to the presence of intimal flaps, un- 

predictable shape changes, and intensity attenuation in the false 

lumen ( Morariu et al. (2014a) ). 

In this section, a systematic review and comparison of 

computer-aided AD segmentation methods is conducted, starting 

from very early approaches to the most recent methodologies re- 

ported in the literature. 

3.1. Model-based approaches 

In 2006, Kovács et al. (2006a,b) introduced a computer-aided 

diagnosis system that can segment the aorta, detect the intimal 

flap and identify true and false lumina successively and fully au- 

tomatically. Utilizing the prior knowledge of the circular shape of 

the aorta and the Hough transform, the authors could segment the 

dissected aorta, regardless of the intimal flap and the inhomoge- 

neous distribution of the contrast agent in the false lumen. The 

segmented aorta is further refined using an elastically deformable 

model (DM); the seed points for the DM can be initialized either 

manually or automatically on the basis of the anatomical prior in- 

formation regarding the shape of the aortic arch. The proposed ap- 

proach was evaluated on 21 3D CTA images of healthy aortas, dis- 

sected aortas and other pathological aortas, including aneurysms, 

stenoses and stent grafts. It is foreseeable that, also according to 

the authors’ considerations, the approach fails on some cases of 

aortic aneurysms and stenoses, as the approach strongly relies on 

the prior information. It presents limitations when segmenting aor- 

tas with strong variations of the diameter length. For the valida- 

tion, a ground truth segmentation was obtained manually and an 

average distance is used to quantify the segmentation performance 

of the system. Then, the intimal flap is detected within the seg- 

mented and straightened aorta by adopting the sheetness measure 
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Fig. 6. Three-step approach for AD segmentation. Step 1: aortic segmentation 

( Kovács et al. (2006b) ). Step 2: intimal flap detection ( Kovács et al. (2006a) ) and 

Step 3: true (green) and false (red) lumina identification ( Kovács (2010) ). (For inter- 

pretation of the references to colour in this figure legend, the reader is referred to 

the web version of this article.) 

proposed by Descoteaux et al. (2005) , and the Hessian matrix. The 

intimal flap detection is dependent on the aortic segmentation for 

the creation of a ROI, therefore it fails on aneurysmatic aortas. For 

the proposed design, the approach also fails on highly folded flaps 

where more than two aortic lumina are visible, since it relies on a 

specific prior model of the flap. 

Finally, Kovács (2010) described in his doctoral thesis how true 

and false lumina can be identified and segmented following the 

described steps. For TBAD, true and false lumina can be distin- 

guished on the basis of the a priori assumption that the true lu- 

men is connected to the undissected ascending aorta. For TAAD, 

the cross-sectional area is used as an indicator to discriminate be- 

tween the true and the false lumen, on the basis of the a pri- 

ori assumption that the false lumen has a larger cross-sectional 

area compared to the true lumen in TAAD. These operations are 

performed in a multiplanar reformatted space: after the identi- 

fication of the two lumina, the straightened true and false lu- 

mina are transformed back into the original coordinate system. The 

back-transformation process can cause errors, especially in highly 

curved areas such as the aortic arch. 

To summarize, Kovács et al. (2006a,b) proposed a fully auto- 

matic method to segment the true and the false lumina. The au- 

thors achieved this goal with three successive steps: segmentation 

of the aorta, detection of the intimal flap and identification of the 

two lumina. Fig. 6 illustrates the process. Each step is highly de- 

pendent on the preceding steps and the model-based approach 

exploited, to a large extent, the a priori assumption of the mor- 

phology and properties of ADs in CTA images, which made the ap- 

proach prone to failure on irregularly-shaped aortas, such as aor- 

tas with aneurysms and heavy stenoses. Another model-based ap- 

proach to identify and segment true and false lumina is provided 

by Fetnaci et al. (2013) , who proposed a modified deformable 

model. In particular, the authors have adapted the speed terms of 

the fast marching method to obtain separated lumina. 

3.2. Wavelet analysis 

Lee et al. (2008) introduced an approach, which combines 

multi-scale wavelet analysis and generative-discriminative model 

matching to discriminate and segment the true lumen and the 

false lumen. First, the complete boundary of the aorta was de- 

tected using a semi-automatic method, which was proposed by 

Tek et al. (2005) . Second, wavelet-analysis was used to detect 

edges within the dissected aorta. In this step, the edges separating 

the true lumen from the false lumen were also detected. Third, the 

detected edges were refined using discriminative learning and only 

the lumen edge points were predicted. Fourth, generative learn- 

ing was used to discriminate the true lumen and the false lumen 

by estimating the density distribution within the boundary of the 

aorta. The authors report their results on CTA images of AD, but no 

information is given in regard to the performances of thrombosed 

false lumina, multiple false lumina, or other less common shapes. 

3.3. Deep learning 

While deep CNNs are playing an increasingly important role 

and achieving state-of-the-art results on many medical image seg- 

mentation tasks ( Ronneberger et al. (2015) ; Milletari et al. (2016) ; 

Li et al. (2018) ), the application of CNNs in the segmentation of 

ADs has been underinvestigated. Li et al. (2019) used two 2D cas- 

caded convolutional networks to extract the contours of both the 

aorta and its true lumen. Different from traditional binary masks, 

only the lumen contours are manually annotated with a fixed 

number of points. To our knowledge, Li et al. (2019) is the first 

group to tackle the problem of AD segmentation using deep learn- 

ing. Cao et al. (2019) designed a 3D U-Net that can segment true 

lumen and false lumen simultaneously in a unified network, based 

on a large collection of CTA datasets, and manually annotated in a 

voxel-wise manner. True lumen, false lumen, and the overall aor- 

tic lumen in CTA images have been manually segmented, which is 

a time-consuming, labor-intensive and expensive task. We summa- 

rize the difference and similarity between the two deep learning- 

based approaches from the perspective of AD annotation, segmen- 

tation network and their results. 

AD Annotation Cao et al. (2019) formulated AD segmentation 

by extracting the whole region of the lumina, which is common 

in the image segmentation field, while Li et al. (2019) thought 

of AD segmentation as the extraction of only the luminal con- 

tours, and the whole luminal region can be obtained with sim- 

ple post-processing operations. The different formulation of the 

problem has lead to different AD annotation strategies from the 

two groups. Cao et al. (2019) constructed a dataset containing 

276 CTA images from patients with TBADs. For each CTA image, 

experts created manually the mask for the whole aortic lumen, 

true lumen and false lumen separately, using an open-source soft- 

ware (3D Slicer, https://www.slicer.org/ ). Each image was anno- 

tated in a slice-wise manner and it can be imagined that this 

constitutes a labor-intensive annotation process. On the contrary, 

Li et al. (2019) collected 45 contrast-enhanced CT images (both 

type-A and type-B AD are included, with 4963 slices altogether) 

and annotated the contour (edges) of the whole aorta and true lu- 

men separately, each using a fixed number of points (38). They also 

used an open-source software (ITK-SNAP, www.itksnap.org ) for an- 

notation. Both studies claim that the annotation was performed by 

experts, whereas currently none of them has released a detailed 

description of the annotation protocol to ensure reproducibility. In 

the study of Cao et al. (2019) , it is unclear how they define the 

aortic wall and the intimal flap when annotating both the true lu- 

men and the false lumen within the whole aortic region. It should 

be noted that the boundary of true and false lumina is sometimes 

very ambiguous and both the aortic wall and the intimal flap are 

https://www.slicer.org/
http://www.itksnap.org
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Table 1 

List of studies on aortic dissection segmentation ( core papers ). (Auto: Fully automatic, Avg: Average, CNN: Convolutional neural 

network, CT: Computed tomography, CTA: Computed tomography angiography, Dist: Distance, DSC: Dice similarity score, FL: False 

lumen, H.Dist: Hausdorff distance, HM: Hessian matrix, HT: Hough transform, LS: Level set, Sen: Sensitivity, Spe: Specificity, TL: 

True lumen, WA: Wavelet analysis) 

Publication Method Auto Dataset Metric Comments Annotation Availability 

Kovács et al. (2006a) HM � CTA Avg Dist Intimal flap - - 

Kovács et al. (2006b) HT � CTA Avg Dist Whole aorta - - 

Lee et al. (2008) WA × - Sen, Spe Type A and B Contour ×
Kovács (2010) Priori � CTA Avg Dist, H.Dist, DSC TL, FL - - 

Fetnaci et al. (2013) LS, FM × CT - TL, FL - - 

Cao et al. (2019) 3D U-Net � CTA DSC Type B Region ×
Li et al. (2019) 2D CNN � CTA DSC Type A and B Contour - 

very thin structures in CTA images, which is a detail that leads to 

subjectivity when performing manual annotation. 

Segmentation Network Li et al. (2019) used two independent 

2D cascaded CNNs to extract the contours of the whole aor- 

tic lumen and the true lumen separately. The false lumen con- 

tour can be obtained through an easy conversion from the con- 

tours of the whole aortic lumen and the true lumen. Instead, 

Cao et al. (2019) used two 3D segmentation networks: the first 

network was used to segment the whole aorta, while the sec- 

ond was used to segment true lumen and false lumen simulta- 

neously. Restricted by computational resources, both of the two 

studies reported a down-sampled CT image as the input of the 

network. Li et al. (2019) down-sampled the slices from 512 × 512 

to 144 × 144 and Cao et al. (2019) down-sampled the volume to 

128 × 128 × 256 voxels, but did not state the original volume size. 

Memory limitation represents a common challenge in medical im- 

age segmentation using deep learning as medical images usually 

come with high in-plane resolution of 512 × 512 voxels. Down- 

sampling can severely deteriorate the image content and cause a 

loss of image quality for the CT data as well as the ground truth 

annotations, leading to poorer predictions of the trained neural 

networks. Some of the side-effects of down-sampling are briefly 

discussed by Cao et al. (2019) . Data augmentation during training 

was adopted in both studies. 

Results The two studies used the DSC as the comparison metric. 

The average DSC for Li et al. (2019) was 0.989 for the whole aorta 

and 0.925 for the true lumen on a five-fold cross-validation of 45 

CT volumes. No test set and test results are provided. Cao et al. 

(2019) used 246 CTA scans for training and 30 for testing. The test- 

ing results were 0.93, 0.93, and 0.91 for the whole aorta, the true 

lumen and the false lumen, respectively. The authors also reported 

a three-fold average validation DSC of 0.93, 0.92 and 0.91 for 30 

randomly selected CTA scans from the training set. The reported 

training time is 71 h (21 h for the adventitia network and 50 h 

for the intima network ) on a GTX 1080 Ti GPU for Li et al. (2019) , 

while Cao et al. (2019) did not report this information. The lat- 

ter reported an average inference time of 31.06 s including down- 

sampling (6.68 s), inference (6.28 s) and post-processing (18.1 s). 

However, it is difficult to directly compare the performance of 

the two approaches since different, non-public datasets have been 

used in each study. The output of the proposed segmentation net- 

work of Li et al. (2019) consists of 2D contour points of a slice. The 

3D lumen mesh model of the whole aortic lumen and the true lu- 

men can be obtained by triangulating the contour points of the 

adjacent slices. For the network of Cao et al. (2019) , the output is 

directly the 3D volume of the whole aorta, and the true and false 

lumina. 

3.4. Summary 

To summarize, in this section we reviewed the reported ap- 

proaches for AD segmentation, more specifically, the segmentation 

of true lumen and false lumen. To our knowledge, so far, the in- 

vestigated papers above represent all existent studies that target 

specifically at the segmentation of the two lumina. The approaches 

can roughly be divided into two categories, i.e., (i) classical image 

processing methods and (ii) deep learning-based approaches. For 

the first category, model-based approaches and the Hessian ma- 

trix are most widely used. The approaches reported in this cate- 

gory of publications are usually a combination of multiple classical 

image processing methods and consist of multiple steps, making 

them less straightforward and prone to failure after each step. 

On the contrary, from a high-level perspective, the two deep 

learning-based approaches are relatively more straightforward, i.e., 

take as input the contrast-enhanced CT images and provide as out- 

put the segmentation of the two lumina. However, the described 

deep learning-based approaches require large, manually annotated 

datasets for supervised training, which are generally difficult and 

expensive to obtain. It is clear that initial research used classical 

image segmentation methods, while more recent research opts for 

deep learning approaches, due to their successful applications in 

different segmentation tasks ( Ronneberger et al. (2015) ). As ana- 

lyzed above, both the contour-based and the mask-based learning 

have advantages and disadvantages and it is natural to come to the 

assumption that future deep learning-based segmentation meth- 

ods for ADs should consider both, the contour and the mask, in 

the learning process of the network, to improve its performance. 

Publications associated with AD segmentation are summarized in 

Table 1 . 

It is also worth mentioning that the reviewed deep learning 

approaches do not handle less common variants of AD such as 

multichannel AD, where more than two lumina are present, or 

post-operative images where a metal stent graft is visible or an 

aneurysm coexists with the dissection. The segmentation perfor- 

mance for thrombosed false lumina is also not stated. Cao et al. 

(2019) briefly stated that prediction errors mostly arise from un- 

common dissection cases – dissections with an aneurysm, tortu- 

ous descending aortas and anatomic abnormalities. In addition, 

Li et al. (2019) also pointed out that their deep learning model 

produces inaccurate results also in areas where the true and false 

lumina appear to be similar with respect to shape and voxel inten- 

sity. The voxel intensity, and therefore the distribution of the con- 

trast agent in a dissected aorta is often uneven due to the presence 

of intimal tears and FL thrombosis. This can potentially affect the 

performance of deep learning models for segmentation. We will 

further discuss this issue in Section 5.2 of this review. 

Both Cao et al. (2019) and Li et al. (2019) speculate that the 

inclusion of more uncommon cases in the training set could lead 

to more robust models. Therefore, the training and evaluation 

datasets for AD segmentation should be carefully designed and in- 

clude a balanced number of cases for each situation. 

Overall, both deep learning-based methods and the more clas- 

sical segmentation methods do not provide a solution which cor- 

rectly handles also the uncommon AD cases. The classical methods 
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Table 2 

List of published studies related to computer-aided diagnosis, treatment, visualization and simulation of AD ( additional papers ): CFD: Computational fluid dynamics; 

CNN: Convolutional neural network; CT: Computed tomography; CTA: Computed tomography angiography; FSI: Fluid–structure interaction; GFSC: Greedy fine structure 

completion; GVF: Gradient vector flow; MDCT: Multi-detector CT; MRI: Magnetic resonance imaging. 

Publication Methodology Dataset Comments 

Outer wall and flap segmentation 

Krissian et al. (2014) Level-set methods MDCT Intimal flap segmentation 

Lohou et al. (2014) Morphological operators CTA Intimal flap segmentation 

Morariu et al. (2014a) Polar-based method CTA Dissected aorta segmentation 

Morariu et al. (2014b) Graph-based method CTA Dissected aorta segmentation 

Morariu et al. (2015) Spectral phase analysis CTA Intimal flap segmentationn 

Morariu et al. (2016a) GFSC CTA Intimal flap segmentation 

Morariu et al. (2016) Phase congruency CTA Intimal flap segmentation 

Morariu et al. (2016c) Template filter and fuzzy c-means CTA Intimal flap segmentation 

Xiaojie et al. (2016) Spatial continuity prior model CTA Intimal flap segmentation 

Eigen et al. (2018) Active-contour model CTA Dissected aorta inner and outer wall extraction 

Detection 

Lohou and Miguel (2011) 3D hole filling Enhanced CT Intimal tear detection 

Gayhart and Arisawa (2013) Fast circle detection Enhanced CT AD detection 

Dehghan et al. (2017) Hessian matrix Enhanced CT AD detection 

Duan et al. (2018) GVF snake model CT AD detection 

Harris et al. (2019) 2D CNN Enhanced CT AD detection 

Xu et al. (2019) CNN CTA AD detection (Type A) 

Simulation 

Bazilevs et al. (2009) FSI CT Fontan configuration 

Bazilevs et al. (2010) FSI, CFD MRI, CT Review 

Crosetto et al. (2011) FSI MRI Simulation of aorta 

Chen et al. (2013) CFD CTA Blood flow in AD 

Alimohammadi et al. (2014) CFD CTA Virtual device deployment in AD 

Menichini et al. (2018) CFD CTA Thrombus formation in AD 

Bucurenciu et al. (2019) CFD CTA Simulation of chronic TBAD 

Qiao et al. (2019) FSI CTA Simulation of AD 

Bäumler et al. (2020) FSI CTA Simulation of AD 

Visualization 

de Hoon et al. (2014) CFD, flow visualization MRI Simulation-enhanced 4D flow MRI 

Mistelbauer et al. (2016) Ad hoc, 2D plots CTA Visual risk assessment 

Qi et al. (2016) Virtual intravascular endoscopy CTA Intimal tear visualization 

Burris et al. (2017) Vascular deformation mapping CTA Intra-patient mapping and visualization 

generally rely on an a priori assumption of the dissection morphol- 

ogy, which cannot cover all the variations of the uncommon cases. 

Each subcategory would therefore require its own ad hoc solution. 

However, this would considerably affect the complexity of a com- 

prehensive computer-aided segmentation system. An alternative is 

given by deep learning models, which appear to move the com- 

plexity to a level of data collection and annotation. Additionally, 

a focus on robust and automatic vessel tree segmentation for AD 

datasets appears to be still missing. 

4. Additional studies 

According to our investigation above, only a limited number of 

studies focus specifically on the segmentation of true and false lu- 

mina, which is a complex task. In this section, we review some 

studies that do not target directly at the segmentation of the two 

lumina but are highly relevant to AD treatment and diagnosis in 

clinical routines. Publications associated with computer-aided di- 

agnosis and treatment of ADs are summarized in Table 2 . At the 

end of each subsection, we discuss how the reviewed papers ad- 

dressed the problem of irregular AD cases such as multichannel 

AD, aneurysm, thrombosis and non-uniform contrast distribution, 

if relevant information is provided in the papers. 

4.1. Intimal flap detection and segmentation 

The segmentation of the intimal flap from dissected aortas is 

considered to be a challenging task due to its great morphologi- 

cal variability. Intimal flap segmentation is also considered to be 

a prerequisite step for other tasks such as intimal tear detection 

and segmentation of true and false lumina. For most of the inves- 

tigated studies regarding the intimal flap segmentation, the first 

step is to segment the entire dissected aorta, and then the inti- 

mal flap is segmented within the ROI. Morariu et al. (2014b) first 

introduced a graph-based approach for the segmentation of dis- 

sected aortas from CTA images. In subsequent studies, several ap- 

proaches were proposed to extract the flap from the segmented 

aorta. Morariu et al. (2015) exploited spectral phase information 

to deal with the high variability of luminance and contrast, and 

with the presence of artifacts, which is common in CTA im- 

ages. Morariu et al. (2016a) proposed greedy fine structure com- 

pletion, a framework to detect fine structures in medical im- 

ages, and successfully applied the framework in the segmenta- 

tion of the intimal flap in CTA images, where the surrounding 

environment (e.g., contrast) is inhomogeneous. The two lumina 

(true and false) can then be separated using the segmented flap. 

Morariu et al. (2016) introduced 3D phase congruency for flap de- 

tection and obtained an average error of 1.1 mm against ground 

truth. Morariu et al. (2016c) introduced a parameter-free approach 

based on template filter and fuzzy c-means clustering to detect ar- 

bitrarily oriented ridge-shaped components in CTA images, yielding 

a sub-millimeter average error against ground truth. 

Krissian et al. (2014) described a two-stage approach to delin- 

eate the intimal flap semi-automatically from multi-detector CT. 

In the first stage, the centerline of the aorta including the main 

branches is obtained semi-automatically. In the second stage, the 

outer wall of the aorta including the main branches is segmented 

automatically under a level-set framework that uses region grow- 

ing for an initial rough segmentation. Then, the intimal flap is seg- 

mented as a 3D polygonal mesh from the segmented aorta. The 

signed distance between the triangular mesh of the intimal flap 
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obtained by the approach and manual delineation is used to quan- 

tify the performance, yielding a mean absolute distance value of 

no more than half a voxel. The limitation of the proposed method 

lies in four aspects. First, it can lead to inevitable false positive 

detection on healthy aortas due to the presence of varying in- 

tensities in the reconstructed aorta. Second, it focused only on 

the segmentation of outer wall and intimal flap without identi- 

fying true and false lumina. The third limitation is that only five 

real AD cases were involved in the evaluation of the approach. 

Fourth, the performance of the methods can be affected by a num- 

ber of parameters that require manual tuning, which can be time- 

consuming in specific cases. Additionally, thrombi cases are con- 

sidered out of scope in their work. In Lohou et al. (2014) , simple 

morphological operators were adopted to segment the intimal flap 

from CTA images after segmenting true and false lumina by us- 

ing the methods described in Fetnaci et al. (2013) . Demos et al. 

(1986) presents a case report to detect the intimal flap in non- 

enhanced CT. Xiaojie et al. (2016) suggest a spatial continuity prior 

model to segment the intimal flap. The authors first segment the 

overall aorta using gradient vector flow snakes, then apply the sug- 

gested model for the segmentation of the flap. The approach has 

been only tested on descending aortas and no information is pro- 

vided with regard to inhomogeneous contrast, false lumen throm- 

bosis, or multiple false lumina. 

Discussion According to the literature, intimal flap segmenta- 

tion generally requires different steps and the results are therefore 

sensitive to the accuracy of each single step, especially for uncom- 

mon AD cases. In the approach proposed by Krissian et al. (2014) , 

the segmentation step is known to fail on thrombosed AD cases. 

In the serial studies of Morariu et al. (2015, 2016a, 2016b, 2016c) , 

the first step – segmentation of the AD – can be affected by the 

tortuous aortic morphology caused by severe pathologies or previ- 

ous surgeries, which can lead to an erroneous segmentation when 

using the traditional Hough transform and, therefore, affect the fol- 

lowing steps. To deal with this problem, the authors introduced a 

graph-based approach to optimally localize the cross-section in a 

multi-planar reformation. A 2D deformation is further applied to 

the localized cross-sections to fit the irregular shape of the aorta. 

Another common issue in segmentation is caused by unequal con- 

trast distribution in CTA images. Traditional intensity-based seg- 

mentation approaches tend to fail in situations where the contrast 

varies greatly among datasets or among slices in the same dataset. 

To address the problem, the authors proposed the use of phase in- 

formation in the frequency domain ( Morariu et al. (2015, 2016) ), 

which is robust to contrast variability. The contrast-invariant ap- 

proach allows the segmentation of fine structures, such as the inti- 

mal flap, in CTA images even in the presence of image artifacts. 

Morariu et al. (2016a) addressed the problem of the high mor- 

phological variability of the intimal flap in segmentation. The high 

variability of the intimal flap morphology can lead to failure of seg- 

mentation approaches that are based on predefined shape priors. 

The four studies of Morariu et al. (2015, 2016a, 2016b, 

2016c) use annotated CTA datasets of TAAD in their evaluation 

phase instead of the development phase, no data-driven, learning- 

based approach is found to be reported for intimal flap segmenta- 

tion so far. 

4.2. AD Detection and identification 

Aortic dissection detection is to distinguish between healthy 

aorta and dissected aorta in CTA or CT images. The goal of 

computer-aided AD detection is to ease the diagnostic process for 

radiologists. Even if AD can be easily recognized in CT or CTA im- 

ages, the diagnosis of AD is usually performed by clinicians in 

a slice-wise manner, which is very time-consuming and liable to 

misdiagnosis especially when dealing with high volume medical 

images. In Gayhart and Arisawa (2013) , the discrimination between 

dissected and healthy aortas is based on the shape of detected 

edges. First, the aorta is segmented from contrast-enhanced CT 

images on the basis of the Hounsfield unit range in the lumen 

and its anatomical shape. Second, a fast circle detection method 

( Rad et al. (2003) ) is adopted to detect pixels belonging to a circle- 

like edge in a 2D slice. The slice is considered healthy if the num- 

ber of such pixels reached a predefined threshold, otherwise the 

slice is considered to be dissected. The approach was evaluated 

on 479 slices from five cases and obtained a sensitivity of 0.8218 

and a specificity of 0.9907. Given that the aortic segmentation and 

the dissection recognition are based on the pre-observation about 

the pixel intensity within the lumen and the dissection shape (i.e., 

the healthy aorta is circle shaped), it is understandable that it 

fails on less common cases, which contradict the pre-observations. 

Dehghan et al. (2017) identifies ADs on the basis of the abnor- 

mal shape of the dissected aorta and the existence of intimal flaps. 

Similar to Gayhart and Arisawa (2013) , the aorta is first segmented 

using an atlas-based method to obtain the ROI in the contrast- 

enhanced CT images. Then a multi-scale flap enhancement filter 

based on a Hessian matrix is applied to each slice to obtain the 

ridge-like intimal flap. The separation of the true lumen from the 

false lumen by the detected flap is used as an indicator of the exis- 

tence of a dissection on the slice. The separation of the two lumina 

can be identified by the number of connected components. If, in a 

cross section, the flap does not extend from one side of the aorta 

to the other (i.e., the two lumina are not completely separated) 

or the false lumen is thrombosed, the segmented cross-sectional 

aorta depicts low circularity so that a dissected aorta can be iden- 

tified using a circularity measure and threshold. In this sense, false 

lumen thrombosis is beneficial for detection. However, consider- 

ing the huge dissection variability, it can be envisaged that using a 

fixed threshold cannot work optimally for all dissection cases. After 

performing slice-wise detection, the patient-level category is deter- 

mined by the number of positive slices in a 10-slice window and a 

pre-defined threshold. The atlas-based aorta segmentation can fail 

due to the existence of a severe aneurysm, which deforms the aor- 

tic shape and can further lead to false positive AD detection. In 

this work, true and false lumina can be separated and segmented 

by the detected intimal flap but no information is provided to fur- 

ther differentiate the two lumina. 

In Harris et al. (2019) , a 2D CNN is trained to classify non-AD 

aortas, AD and aortic rupture from contrast-enhanced chest CT im- 

ages in axial view. The dissection is detected on the entire cross- 

sectional slice instead of a ROI (segmented aorta), which is differ- 

ent from Gayhart and Arisawa (2013) , and Dehghan et al. (2017) . 

778 post-contrast CT studies (279 non-AD, 471 AD, 28 aortic rup- 

ture) were collected for training and 118 (50 non AD, 50 AD and 18 

aortic rupture) for testing, yielding a sensitivity and specificity of 

0.878 and 0.960 for ADs, respectively. The category of an entire CT 

study containing multiple axial slices is determined by the num- 

ber of positive slices (slices with AD) and a pre-defined threshold. 

The automated diagnostic process is integrated into a teleradiology 

workflow in a hospital, which reduces the time required for ra- 

diologists to review the scans. Xu et al. (2019) trained two ResNet 

( He et al. (2015) ) to identify ADs in CTA images (TAAD). First, Mask 

R-CNN ( He et al. (2017) ) was used to segment the aorta to obtain 

the ROI. Then a Canny edge detector was applied to detect edges 

on the segmented aorta. The detected edges were used to train the 

2D ResNet classifier. By considering the huge morphological differ- 

ences between the aortic arch and the remaining aorta, the authors 

trained two separate networks to detect a dissection in the two 

aortic regions. 

Discussion Gayhart and Arisawa (2013) distinguish between 

healthy and dissected aortas using the assumption that healthy 

aortas present circular cross sections. Nonetheless, this criterion is 
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not robust to the shape variability of the dissection. For example, 

when a true lumen is obstructed by the false lumen in a cross- 

sectional slice and the true lumen occupies a small portion of the 

overall lumen, the aorta can still be circular and therefore be erro- 

neously classified as normal. Besides, the detection of ADs requires 

the aortic lumen to be segmented first. The aorta is segmented us- 

ing a pre-defined threshold, which can easily lead to an over- or 

under-segmentation as the contrast distribution in the aortic lu- 

men can be uneven. The study reported a high specificity but a 

relatively low sensitivity in the AD detection, which means that 

the approach fails to recognize some dissection morphologies, as 

also discussed in the previous example. Together with the mea- 

sure of shape abnormality, Dehghan et al. (2017) incorporated an 

additional indicator – the presence of an intimal flap. The use of 

this additional criterion increases the robustness of detection algo- 

rithms and compensates for shape irregularities caused by aortic 

pathologies other than dissection, such as the aneurysm. However, 

severe aneurysms can still lead to false positive detection as it can 

cause the failure of the aortic segmentation in the first step and 

the segmented aorta can depict high irregularity so that it is clas- 

sified as a dissection according to the shape abnormality measure. 

The work excludes post-operative CT slices where a stent graft is 

present for aortic detection. 

Data-driven approaches are also popular in this category. 

Harris et al. (2019) analysed the influence of aneurysms in false 

positive predictions of the proposed deep learning model. The 

study shows that the deep learning model is significantly more 

likely to recognize aneurysm cases as positive dissection than as 

non-dissection. Morphological changes (e.g., degeneration) of the 

aorta caused by, e.g., aging is another factor the study revealed 

that can cause a false positive detection. Besides the inclusion of 

more data into the training set, the authors mentioned that re- 

training the deep learning model with only the falsely classified 

cases can help to reduce the false positive and false negative pre- 

dictions. In Xu et al. (2019) , no information is provided about the 

limitation factors related to uncommon dissection morphology or 

uneven contrast distribution. 

To summarize, most of the existent AD detection approaches 

require that the aorta is segmented first to create the ROI with 

the exception of the study by Harris et al. (2019) , which de- 

tected the AD on the entire cross-sectional slice. The quality of 

the aortic segmentation can affect the detection accuracy. Earlier 

approaches tend to adopt classical image processing algorithms to 

obtain the ROI and to identify AD, while most recent approaches, 

such as the one by Xu et al. (2019) , prefer to use CNNs for both 

segmentation and classification. In addition, all the reviewed pa- 

pers in this category present approaches to detect a dissection 

in contrast-enhanced CT images. Harris et al. (2019) mentioned 

that if the CTs are not enhanced by a contrast agent, it is prone 

to a false negative detection. All the papers detect ADs on 2D 

slices, whereas Gayhart and Arisawa (2013) , Harris et al. (2019) and 

Xu et al. (2019) further inferred the slice-wise predictions to a pa- 

tient level (i.e., the whole 3D volume). 

For AD detection, both the shape analysis-based papers and the 

deep learning-based papers, such as the one by Harris et al. (2019) , 

have mentioned that dissection irregularities such as aneurysm 

and contrast inhomogeneity can have negative effects on their 

detection algorithms but the issue has not yet been solved by 

their methods. Much like the AD segmentation, as discussed in 

Section 3.4 , for deep learning-based detection, the common rec- 

ommendation is to include more data in the training set or, al- 

ternatively, to retrain the network with the falsely classified sam- 

ples. For shape analysis-based detection, it appears unlikely that a 

single approach can handle all dissection variabilities. To achieve 

high detection accuracy, it is recommended to develop different 

approaches for each different morphological type. 

4.3. Detection of intimal tears 

The placement of a stent graft during an AD surgery is deter- 

mined on the basis of the location of the intimal tear. Usually, 

the tear is localized on CTA images by radiologists in a slice-wise 

manner using intensity variations, which is time-consuming and 

experience-dependent. Lohou and Miguel (2011) proposed to de- 

tect the intimal tear on the manually segmented intimal flap us- 

ing a 3D hole filling algorithm documented by Aktouf et al. (2002) . 

The authors do not explicitly provide information about the perfor- 

mance on less common cases of ADs, such as multiple or throm- 

bosed false lumina. The work only focuses on the detection of the 

intimal tears on already segmented images. For the reported cases, 

the segmentation was performed manually. 

4.4. AD Visualization and automatic analysis 

After an AD has been segmented, it enables several possibil- 

ities for an automatic analysis. Very basic features of the aorta 

include, e.g., the diameter, which is on average between 3 and 

4 cm ( Mao et al. (2008) ; Paruchuri et al. (2015) ), and the length 

of the aorta, which is between 30 and 40 cm ( Dotter et al. 

(1950) ). Features that are more sophisticated are the location 

and angle of the branching vessels of the aorta ( Demertzis et al. 

(2010) ), like the renal ( Lauder et al. (2018) ) and iliac arteries 

( Szpinda et al. (2012) ). To ease the analysis of these measurements, 

Mistelbauer et al. (2016) suggested aortic dissection maps , a com- 

prehensive scheme to visualize the extension of the disease and 

the outcome of past interventions and the risk of related adverse 

events. Burris et al. (2017) introduced a vascular deformation map- 

ping method to register the segmentations of follow-up CTA im- 

ages and to obtain a visualization of the aortic growth. Note that 

the authors do not provide information about the mapping per- 

formances for the different types of AD. Qi et al. (2016) evaluated 

the utilization of virtual intravascular endoscopy for a more ac- 

curate understanding of the location and shape of intimal tears, 

which can be otherwise challenging using raw CTA images. The 

segmentation also allows the monitoring of a dissection develop- 

ment over time for a patient subject to regular follow-up screen- 

ings, including the development of a thrombus in the false lumen 

(FL) ( Olabarriaga et al. (2005) ), and the helical pattern along and 

around the true lumen (TL) (see, e.g., Gültekin et al. (2019) ). Fig. 7 

presents a segmented TL (green) and FL (red) from a CTA scan of a 

patient with an AD, and shows how the FL wrapped around the TL. 

Besides, synthetic models of aortas and ADs (also over time) can 

be used as data augmentation ( Wong et al. (2016) ; Shorten and 

Khoshgoftaar (2019) ) to feed deep neuronal networks, where, in 

general, a large amount of labeled training datasets is otherwise 

needed. Finally, de Hoon et al. (2014) suggested an interesting ap- 

proach to enhance the blood flow visualization in 4D MRI images. 

To overcome the limitations of the spatio-temporal resolution in 

4D MRI, the authors suggested a flow visualization method which 

merges the information from the 4D MRI with a hybrid simulation 

model on the basis of computational fluid dynamics (CFD). 

4.5. Vascular simulations of ADs 

Finally, AD segmentations can be used in precise and patient- 

specific vascular simulations ( Bucurenciu et al. (2019) ). However, 

constructing a 3D patient-specific numerical model to perform vas- 

cular simulations requires a discretized, high-quality geometry of 

the computational domain. Therein, the created mesh has to de- 

scribe a 3D geometry accurately enough to study how the hemo- 

dynamics is affected by the vessel wall geometry and the chosen 
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Fig. 7. Helical pattern of the false lumen (red) along and around the true lumen (green) of a segmented CTA scan of a patient suffering from an AD. From left to right: 

whole aorta (yellow), true/false lumen in 3D, true/false lumen in coronal, sagittal and axial views. (For interpretation of the references to colour in this figure legend, the 

reader is referred to the web version of this article.) 

boundary conditions, but coarse enough to limit the computational 

effort ( Bazilevs et al. (2010) ). The solution of complex 3D and time- 

dependent boundary-value problems is typically approximated us- 

ing numerical methods like the finite volume or the finite element 

method. The former is typically used in the computational model- 

ing of fluids, whereas the latter dominates the field of solid me- 

chanics. The numerical approach on modeling the interaction of 

the fluid and solid fields is known as fluid–structure interaction 

(FSI). Within FSI, the balance of stresses, velocities and displace- 

ments at the interface of the fluid and solid domains dominates 

the behavior of the coupled system in the cardiovascular setting. 

The interface description may be given implicitly or explicitly, de- 

pending on the method of choice. Yet, an explicit description of the 

fluid and solid subdomains enables the use of off-the-shelf compu- 

tational tools. 

Additionally, in the modeling of the cardiovascular system, the 

thickness of the vessel and other surrounding tissues with a load- 

bearing effect influences highly the simulation outcome ( Crosetto 

et al. (2011) ; Bäumler et al. (2020) ), but obtaining a reliable 

patient-specific wall thickness is significantly harder than obtain- 

ing the lumen domain due to the lack of contrast to the back- 

ground. 

Different approaches to reconstruct the blood vessel thickness 

are shown in Bazilevs et al. (2009) and Ryu et al. (2009) . After 

the wall thickness distribution is given, a volume mesh of the en- 

tire blood vessel has to be generated, which includes the vessel 

wall, the vessel interior, and a smooth interface between them. 

Furthermore, specific mesh requirements, like the generation of 

fluid boundary layers for accurate numerical prediction and in- 

creased stability, must be defined individually. All elements of a 

mesh used for numerical simulations have to meet geometric cri- 

teria on the basis of the corner angles and aspect ratios of the 

mesh elements. In addition, it is not permitted that elements over- 

lap and that hanging nodes or double elements exist. These re- 

quirements are an essential component of a successful finite el- 

ement or finite volume analysis. When generating a finite ele- 

ment mesh, this is usually started from a coarse mesh. In the 

course of the computation, an adaptive mesh refinement tech- 

nique can be used to adapt the accuracy of a solution within a 

certain geometrical region when required. Yet, the geometric de- 

scription, and therefore the segmentation, of the physiological do- 

main has to be sufficiently accurate, otherwise a non-negligible 

error will be propagated during geometry simplification and re- 

finement. In general, the finite element method is not restricted 

to certain element types, but the most widely used element types 

in the 3D space are hexahedral and tetrahedral elements. When 

creating a mesh, the construction of smooth and flat in- and out- 

let surfaces of the domain to impose boundary conditions accu- 

rately is another crucial aspect. Subsequently, a well generated vol- 

ume mesh, created from MRI or CT images, can be imported into 

Fig. 8. Left: patient-specific mesh of a dissected aorta. Right: A) a section of the 

aorta as surface mesh for, e.g., 3D printing and augmented and virtual reality appli- 

cations; B) a section of the aorta as volumetric model to be used as input for, e.g., 

a CFD simulation. Meshes processed using Abaqus FEA ( http://www.simulia.com/ , 

Dassault Systèmes Simulia Corp.) and Meshmixer ( http://www.meshmixer.com/ , Au- 

todesk Inc.) ( Bäumler et al. (2020) ). 

a finite element or finite volume software to solve the numerical 

model. 

Fig. 8 (A) shows the section of a surface model of the aorta. 

Specific examples of applications for surface models are 3D print- 

ing and augmented and virtual reality applications ( Ho et al. 

(2017) ; Egger et al. (2020) ). Fig. 8 (B) shows the section of a 

corresponding volumetric model, which can be used as input 

for a CFD simulation. CFD simulations, for example, are com- 

monly used to perform patient-specific blood flow simulations in 

AD by applying the finite volume method ( Chen et al. (2013) ; 

Alimohammadi et al. (2014) ; Menichini et al. (2018) ). In addition, 

the volumetric mesh can be used as input for the discretization of 

the aortic wall in FSI ( Qiao et al. (2019) ). 

http://www.simulia.com/
http://www.meshmixer.com/
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5. Conclusion and discussion 

In this review, we presented a comprehensive summary of 

approaches for computer-aided segmentation of ADs (the whole 

aorta, true and false lumina). In doing so, the advantages and dis- 

advantages of these approaches were analyzed and compared. Be- 

sides the literature targeted at the segmentation of ADs, we also 

reviewed studies that do not focus directly on the segmentation 

of the true and false lumina but are related to computer-aided di- 

agnosis and treatment of the disease such as the detection of in- 

timal tear, segmentation of intimal flap and AD recognition. One 

of the interesting findings is that, different from the segmentation 

of other organs such as liver, heart chambers, and some tumors 

where deep learning-based approaches are prevalent, only two re- 

search groups adopted deep learning networks as the backbone for 

AD segmentation. This could be attributed to the fact that large, 

expert annotated datasets of a rare disease are more difficult to 

construct than other medical datasets. 

5.1. Current state 

Most existing approaches are model-based and usually combine 

classical image processing theories such as level-set and Hough 

transform. These approaches rely, to a large extent, on the a priori 

observation of the morphology and properties of ADs in CTA im- 

ages and cannot work well on irregularly-shaped aortas caused by 

aneurysms or stenoses. In other words, these types of approaches 

cannot generalize well. Besides, these approaches usually involve 

multiple steps to achieve the segmentation of true and false lu- 

mina, which makes them less straightforward and stable. The ad- 

vantage is that they do not require large AD datasets with expert 

annotation for development since they are based on the a priori 

knowledge of ADs (e.g., morphology, intensity and other observed 

properties). However, they usually need expert annotated AD cases 

in the evaluation phase so that they can compare the results gener- 

ated automatically or semi-automatically by their approaches with 

the ground truth. On the other hand, from a workflow perspec- 

tive, deep learning-based approaches can be more straightforward 

and usually require only a single step to produce the segmenta- 

tion of true and false lumina. However, their development is hin- 

dered by the lack of large, annotated and publicly available AD 

datasets, which are difficult to obtain. The generalization perfor- 

mance of deep learning-based approaches is determined largely by 

the datasets, which are needed both in the development phase and 

in the evaluation phase. To our best knowledge, so far, not a single 

clinically applicable computer-aided AD segmentation system has 

been reported, which means that the field is still worth to investi- 

gate in more detail. 

5.2. Future directions 

The deep learning studies, as presented in Section 3.3 , men- 

tioned that a larger dataset containing AD cases with more mor- 

phologies, especially the less common dissection morphologies, 

will be considered in their future works. Li et al. (2019) pointed 

out that, for some AD cases, the contour of the true lumen is not 

closed and may present a more complex shape, which is not in- 

cluded in the training set or the number of similar cases is rela- 

tively small. It is foreseeable that the segmentation networks will 

not provide a correct prediction for these cases, which sets a limi- 

tation for the current approaches. To cope with the existing lim- 

itations, it is also possible to correlate deep learning-based AD 

segmentation approaches with classical AD segmentation meth- 

ods, mainly model based, which also fail on uncommon dissection 

morphologies. This problem should be addressed properly in fu- 

ture AD segmentation research. Cao et al. (2019) moved a step fur- 

ther to consider an automatic measurement of anatomical AD fea- 

tures on the basis of the automatic AD segmentation, which is a 

good step towards building a clinically applicable AD segmentation 

and computer-aided surgery system. Methodologically, it is also 

worth comparing the segmentation performance between contour- 

supervised learning ( Li et al. (2019) ) and mask-supervised learn- 

ing ( Cao et al. (2019) ) in future work, trained with ground truth 

masks, a segmentation network will basically learn the gray value 

distribution in the true lumen, the false lumen and the background 

during training. Therefore, the network can segment and distin- 

guish between the two lumina and infer using the difference of 

the learned distributions. 

In Fig. 9 (top) we can see that the contrast agent is usually dis- 

tributed unevenly in the aortic lumen and especially in the false 

lumen, while the true lumen continues to present an even dis- 

tribution of the contrast agent. It will be easy for the network to 

Fig. 9. The intra-class heterogeneity of the luminal region (top) and the luminal boundary (bottom). 
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Fig. 10. Comparison of the two deep learning-based approaches with respect to data annotation, segmentation network and output from Li et al. (2019) (top row) and 

Cao et al. (2019) (bottom row). The first column, manual annotation, shows the type of annotation that the authors performed on their respective datasets. Li et al. (2019) an- 

notated the contour of the overall aorta (yellow), i.e. approximately the shape of the adventitial layer, and the contour of the TL (green), i.e. approximately the shape of the 

intimal layer. Cao et al. (2019) performed a voxel-wise annotation of the TL (green), FL (red), and aortic wall with intimal flap (yellow). The second column, segmentation 

network, shows the operational workflow of both approaches. Li et al. (2019) provided initial contours which are refined by the CNNs, whereas Cao et al. (2019) introduced a 

two-step approach where first the overall aorta is segmented and afterwards a second CNN separates TL and FL. The second CNN, 3D UNet-2, only operates on a ROI defined 

by the output of the first CNN, 3D UNet-1. Finally, the third column, output, shows an example of the respective outputs as reported in the respective studies. The DSC (Dice 

similarity score) values refer to these reported in Cao et al. (2019) . (For interpretation of the references to colour in this figure legend, the reader is referred to the web 

version of this article.) 

learn the difference in the intensity distribution between the two 

lumina. However, the false lumen can be easily confused with the 

background as this has a similar intensity distribution to the back- 

ground, especially in the presence of a thrombus. In other words, 

the mostly non-enhanced false lumen is more challenging to seg- 

ment than the evenly enhanced true lumen if the training of the 

network is supervised by a mask, as in the work of Cao et al. 

(2019) . The lower DSC values for false lumen segmentation are 

an evidence to this analysis. The disadvantage of mask-supervised 

training can be compensated by training the network using con- 

tours. However, a contour-supervised training can be affected by 

the artifacts caused by calcifications, as shown in Fig. 9 (bottom). 

We therefore further propose that a combination of contour 

and region in the training process of deep learning networks will 

potentially increase the robustness of the networks and should 

be considered in future deep learning-based approaches for AD 

segmentation. Fig. 10 illustrates the comparison of the two ap- 

proaches. 

Note that both deep learning and classical methods do not pro- 

vide a robust solution for the segmentation of thrombosed false 

lumina in the aorta and, potentially, in the branch arteries. As a 

starting point, we believe that this task could benefit from the 

existing literature on thrombus segmentation in aortic aneurysms 

( Lee et al. (2010) ; López-Linares et al. (2018) ), given the similar- 

ity in the axial view. Furthermore, although some initial work on 

AD visualization has been performed ( Mistelbauer et al. (2016) ; 

Burris et al. (2017) ), more comprehensive visual analytics tools, 

which would allow not only an intra-patient but also an inter- 

patient analysis of the disease between geographic communities, 

are still missing. 

5.3. Challenges ahead 

Considering the fact that large, annotated and publicly avail- 

able datasets such as ImageNet ( Deng et al. (2009) ) have greatly 

accelerated the advancement of computer vision, we believe 

that the development of future medical technology can also 

be driven by free, easy-accessible and expert-annotated medical 

datasets, which have already shown to be promising. In med- 

ical image segmentation (organs, tumors, etc.), state-of-the art 

results have been achieved by using deep learning-based ap- 

proaches with publicly available datasets of various modalities 

and pathologies ( Budai et al. (2013) ; Badrinarayanan et al. (2015) ; 

Wang et al. (2016) ; Pereira et al. (2016) ; Li et al. (2018) ; Blanc- 

Durand et al. (2018) ). Some of them have already been integrated 

into the decision-making systems available in hospitals, providing 

benefits for the physicians ( Bien et al. (2018) ; Hannun et al. (2018) ; 

De Fauw et al. (2018) ; Rajpurkar et al. (2018) ; Tang et al. (2019) ). 

Based on our investigation, computer-aided segmentation of 

ADs, i.e., the segmentation of the aorta and the true and false 

lumina, has been an under-investigated area and it lacks a clin- 

ically applicable system to help surgeons with the pre-operative 

planning for TEVAR surgery. As for other areas, large and an- 

notated AD datasets could be the driving force for future ad- 

vancements of AD segmentation approaches. An example is the 

BraTS data and segmentation collection ( https://ieee-dataport. 

org/competitions/brats- miccai- brain- tumor- dataset ), which has at- 

tracted many researchers developing and evaluating their al- 

gorithms. However, although initial work has been performed 

towards this direction, it can be expected that there is a 

long way to go before these datasets can be made pub- 

licly available. The difficulty in constructing an open access, 

large, and annotated AD dataset collection lies mainly in five 

aspects: 

• AD is a rather rare disease and it is difficult for a single medical 

center to collect all the necessary AD cases in a short period of 

time 
• AD annotation, i.e., the correct identification of true and false 

lumina requires expertise 
• It is difficult to have a standardized annotation protocol that al- 

lows reproducible manual segmentation by different individuals 

as the identification of the boundary between the true lumen 

and the false lumen is subjective even for experienced radiolo- 

gists and surgeons 
• Lack of an easy-to-use annotation tool designed specifically for 

ADs. ITK-SNAP, 3D Slicer, MeVisLab, MITK and Studierfenster 

only allow slice-wise segmentation, which can be inefficient 

https://ieee-dataport.org/competitions/brats-miccai-brain-tumor-dataset
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• Medical data sharing, which requires the approval of an insti- 

tutional review board, with strict data transmission rules, that 

has not been efficient among medical centers, academic insti- 

tutions and the industry 

Currently, hosting public challenges targeted at solving a spe- 

cific healthcare problem has shown to be efficient in making med- 

ical datasets available to the public. Some well-known challenges 

are Grand Challenges ( https://grand-challenge.org/challenges/ ), 

Kaggle Healthcare ( https://www.kaggle.com/tags/healthcare/ ) and 

PhysioNet Challenges ( https://physionet.org/challenge/ ), which are 

held in conjunction with conferences such as MICCAI ( http:// 

www.miccai.org/ ) and Computing in Cardiology ( http://www.cinc. 

org/ ). These challenges are usually supported by industry part- 

ners, such as the Nvidia Corporation and have yielded many pub- 

lications, state-of-the-art results and advanced the development 

of clinical technologies. Academic institutions such as the Stan- 

ford Machine Learning Group ( https://stanfordmlgroup.github.io/ ) 

are also making effort s in dat a-sharing by hosting public chal- 

lenges ( Rajpurkar et al. (2017) ; Irvin et al. (2019) ). 

Besides the difficulty to construct an annotated AD database, 

the generalization performance of deep learning-based approaches 

for AD segmentations has not been fully addressed. As discussed 

in Section 3 , traditional approaches can easily fail on AD cases 

with less common dissection morphology such as multi-barreled 

AD (AD with multiple false lumina). It is foreseeable that deep 

learning-based approaches will also fail when such cases are not 

included in the training set. This problem should be carefully ad- 

dressed in future studies where deep learning is employed. 

However, the different types and stages of ADs can also en- 

able approaches to benefit from these specific characteristics. As 

we have seen, such prior knowledge has been exploited, e.g., 

by Kovács (2010) utilizing the prior knowledge of the circu- 

lar shape of the aorta and the Hough transform. Furthermore, 

Kovács (2010) described how true and false lumina can be iden- 

tified and segmented for TBAD (with the a priori assumption that 

the true lumen is connected to the non-dissected ascending aorta) 

and TAAD (with the a priori assumption that the false lumen has a 

larger cross-sectional area compared to the true lumen). As a fully 

automatic segmentation of ‘general’ ADs is very challenging and 

because they are categorized already in clinical practice, it makes 

sense using also a multi-stage approach, first dividing them into 

categories by training and applying a classifier. This can be two 

classes (Type A and B) according to the introduced Stanford clas- 

sification, but also three classes (Type I, II and III) according to 

the DeBakey classification. Afterwards, use different segmentation 

methods that depend on the resulting AD class. These segmenta- 

tion methods can make use of further anatomical knowledge, like 

organ locations (heart, liver), branches (to the kidney or carotid ar- 

teries) and common landmarks like the aortic arch. 

5.4. Final remarks 

Aortic dissection is a rare yet life-threatening disease and has 

been a major focus in clinical studies. However, the disease has 

been less intensively investigated by researchers from the fields 

of computer science and engineering, which makes the develop- 

ment pace of computer-aided AD diagnosis and treatment rel- 

atively slow. Computer-aided AD segmentation is the core step 

among the many AD management technologies such as AD de- 

tection, visualization, simulation and intimal tear detection. The 

improvement of these technologies rely, to a large extent, on im- 

proved AD segmentation algorithms; the AD segmentation papers 

were therefore defined as core papers in our review. A compre- 

hensive and systematic analysis of existing AD segmentation ap- 

proaches was conducted and we also provided well-founded sec- 

tions on future directions and challenges ahead on the basis of our 

expertise in this field. Different from other review papers, which 

usually have more than 100 related studies, the number of related 

papers we included here is relatively small, due to the reason men- 

tioned above. However, we believe that our review can provide a 

quick and comprehensive reference for computer scientists who 

want to contribute to accelerate the development of computer- 

aided management of ADs. 

The contribution of our review is threefold. We 

• provided an overview of current computer-aided AD manage- 

ment technologies where AD segmentation plays the key role, 
• conducted a comprehensive introduction and comparison of ex- 

isting AD segmentation algorithms, and gave a direction for fu- 

ture work on AD segmentation with a thorough analysis, and 

• brought the attention of computer scientists to ADs, which has 

not yet been fully studied outside the medical field. 
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Original source:  Moher D, Liberati A, Tetzlaff J, Altman DG, The PRISMA Group (2009). Preferred reporting items for systematic reviews and 
meta-analyses: the PRISMA statement. PLoS Medicine 6(7): e1000097. 

 

Flow Diagram 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
*The reason for exclusion was the solely clinical relevance of the article or the usage of the term ‘aortic 
dissection’ to simply enumerate the possible pathologies of the aorta.   
** The reason for exclusion was the high similarity with other articles, e.g., the same approach has a more 
in-depth coverage in one or more other articles. Another common reason was the inclusion of the term 
‘aortic dissection’ in the motivation, although the results were only shown for images of healthy patients.  
 
 
 

Records identified through 
database searching 

(n =  1328) 

Sc
re

en
in

g 
In

cl
ud

ed
 

El
ig

ib
ili

ty
 

Id
en

tif
ic

at
io

n 

Additional records identified 
through other sources 

(n =  3) 

Records screened 
(n =  1331) 

Records after duplicates removed 
(n =  99) 

Records excluded* 
(n =  1157) 

Full-text articles assessed 
for eligibility 

(n =  99) 

Full-text articles excluded, 
with reasons** 

(n = 63) 

Studies included in 
qualitative synthesis 

(n = 36) 



 
 

 

 
 
SEARCH ENGINES: 
IEEE Xplore, PubMed, Google Scholar, Scopus, DBLP 
 
Keywords: 
‘aortic dissection’ AND {‘segmentation’, ‘detection’, ‘visualization’, ‘geometry’, ‘mesh’} 
 
Date of search: October 2019 
 
Searches: 
 
‘aortic dissection’ AND ‘detection’: 
IEEE Xplore:      7 
PubMed:               302 
Google Scholar°:  470 
Scopus^:                22  
DBLP:                    2 
              TOTAL:  803 
 
‘aortic dissection’ AND ‘segmentation’: 
IEEE Xplore:       10 
PubMed:                 8 
Google Scholar°:    65 
Scopus^:                  46 
DBLP:                     10 
              TOTAL:    139 
 
‘aortic dissection’ AND ‘visualization’: 
IEEE Xplore:       1 
PubMed:                 94 
Google Scholar°:   107 
Scopus^:                 20 
DBLP:                     1 
              TOTAL:    223 
 
‘aortic dissection’ AND (‘geometry’ OR ‘mesh’): 
IEEE Xplore:       8 
PubMed:                78 
Google Scholar°:   17 
Scopus^:                60 
DBLP:                    0 
              TOTAL:  163 
 
TOTAL: 1328 
° Differently than other engines, Google Scholar also searches in text and references. Therefore, only in this 
specific case, each search was filtered with the operator ‘intitle’, e.g., ‘aortic dissection’ AND 
intitle:‘detection’. 
^ In the filtering options the different fields of ‘Computer Science’, ‘Mathematics’, ‘Multidisciplinary’, 
‘Physics’, ‘Material Sciences’, ‘Engineering’ have been selected.  
 
 
 
 
 
 



 
 

 

 
 
 

DATABASE OVERLAP 
 
 

 
 
 
 
 
 
 

 
1 – Overall distribution after screening of the articles retrieved from the five databases and relative 

overlapping.  
 
 



 

 
 

 

      
 

2 - Overlap of the screened papers between the different databases grouped by search keywords:  
left: ‘aortic dissection’ AND ‘segmentation’, 

right: ‘aortic dissection’ AND ‘detection’. 
 



 
 

 

 
 

3 - Overlap of the screened papers between the different databases grouped by search keywords:  
left: ‘aortic dissection’ AND ‘visualization’, 

right: ‘aortic dissection’ AND (‘geometry’ OR ‘mesh’). 
 


	Detection, segmentation, simulation and visualization of aortic dissections: A review
	1 Introduction
	2 AD Segmentation: Clinical workflow, implication and relevance
	3 Computer-aided AD segmentation: A review of algorithms
	3.1 Model-based approaches
	3.2 Wavelet analysis
	3.3 Deep learning
	3.4 Summary

	4 Additional studies
	4.1 Intimal flap detection and segmentation
	4.2 AD Detection and identification
	4.3 Detection of intimal tears
	4.4 AD Visualization and automatic analysis
	4.5 Vascular simulations of ADs

	5 Conclusion and discussion
	5.1 Current state
	5.2 Future directions
	5.3 Challenges ahead
	5.4 Final remarks

	Declaration of Competing Interest
	CRediT authorship contribution statement
	Acknowledgments
	Supplementary material
	References

	Identification
	Eligibility
	Included
	Screening

