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Dres eeereeereeereenne Residual probability
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Dstate -erereeereene State probability
D ceverreernenennens System state probability
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R, Risk
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) TSR Covariance matrix
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Ofce nerenmenennnnnnns Estimate for the forecast error standard deviation
Spp coeereeererenenens Load Scaling Factor
SN eeeerreeniieannens Nominal value of apparent power
SNG,p ++reeerereeres power plant sensitivity factors of the forecast day
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O2 e, Variance
T oo Set of end nodes
O e, Phase shift angle
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Ui, Voltage
Ui, Uncertainty
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XTPEG ceevrenneene Upper limit in TCSC reactance
) T Branch admittance
YB oo, Branch admittance vector
Yhusg cveeerreeesnnees System admittance matrix
L eeeeeeenieennens Branch impedance
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1 Summary

Due to the structural change the field of generation and transmission of electrical energy went
through in the last decade as well as the high penetration of fluctuating renewable energies into the
electrical power systems the need has risen for new system security assessment approaches
accounting for the newly introduced uncertainties. On the one hand uncertainties come from
renewable energy, but also the implementation of markets for electrical energy allowing intra-day
trades added uncertainties. Classical methods have a deterministic nature, take point forecasts into
account and screen the system for a more or less detailed list of contingencies. These security
assessment methods give an easy to understand result — either there are any limits violated as a
consequence of an active contingency or not.

The security assessment method proposed in this thesis is accounting for the stochastic nature of
loads and infeeds by approximating historical nodal data with parametric probability distribution
functions based on normal distributions. The implemented probabilistic load flow technique is able
to take into account correlations of infeeds, loads, or both of them. This parametric approach allows
a fast security assessment compared to conventional Monte-Carlo based approaches enabling the
use of it in a daily security assessment process of TSOs. The core of the method is a state based
recursive algorithm which links probability density functions of branch utilizations to likely system
states originating out of a given system state. The output of the method is on the one hand an overall
risk measure and on the other hand detailed measures for each first order contingency, which so can
be ranked based on the risk they hold.

Analyses regarding the accuracy of the method were performed on a 118-bus test system. The
proposed method was compared in a comprehensive case study to an AC-, a DC- and a simplified AC-
Monte-Carlo Simulation.

The applicability of the proposed method for large scale transmission power systems was proven
using a 1354-bus system. The study shows, that the performance of the security assessment method
suits TSOs’ needs.
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2 Introduction

2.1 General
For the previous decade the way transmission power systems are organized, utilized and operated
has changed fundamentally.

Organizationally, the field of generation and transportation of electrical energy went through a basic
structural change. The three European Union’s Energy Packages basically led to a separation of
energy generation and energy transmission — the so called unbundling — to flatten the way for a Pan-
European market for electrical energy. This market allows the providers of electrical energy in terms
of power plant operators, brokers or agents to trade beyond the borders of their local transmission
system on time horizons down to intra day market activities. Meanwhile different approaches of the
implementation of unbundling exist. The widest spread of them are the ownership unbundling and
the installation of an Independent System Operator (ISO). In the first option, the system operator is a
completely independent company owning and operating the power system, which is the common
option for central Europe, while for the second option the power system owner can be an active
player in trading electrical energy, but the system has to be operated by an independent entity. Due
to the fact, that electrical power systems form a natural monopoly regulatory instances for
transmission system operators as well as ISOs are necessary [1].

The utilization of transmission systems in terms of physical load flows changed due to the reason,
that the generation structure of electrical energy switched in the last years from fossil and nuclear
power to renewable energy sources. On the example of Germany the phasing out of the nuclear
energy after the incident of Fukushima in March 2011 led to a subsequent speed up of the energy
revolution. The energy revolution’s major goal is the shift from fossil and nuclear primary energy
sources to a sustainable energy generation from renewable primary energy sources. The speed up of
the energy revolution, led to a fast and extensive penetration of RES into the German power system.
This turn from large scale thermal power plants, in terms of fossil and nuclear primary energy, to
distributed energy generation in wind and photovoltaic farms led to a change in physical load flows.
The power systems we have right now were designed to transport energy from generation nodes,
were large scale power plants are located at, to load centers like cities, what is called a centralized
generation structure. Due to the shift in primary energy sources the energy production changed to
be more decentralized so the infeed of RES is distributed over multiple power system nodes as it is
the case for large scale wind farms or in the subordinate system levels like it is the case for
photovoltaics. Due to the fact, that the TSOs’ power systems can’t be adjusted to adapt the new
physical load flow situation in time with the changeover from conventional power sources to RES
TSOs are facing new challenges to maintain the system security, e.g. by the installation and operation
of Load Flow Controlling Components (LFCC) like PSTs or FACTS as well as preventive or corrective
redispatch actions. Both kinds of remedial measures are necessary due to the fact, that physical
limits of equipment in terms of maximum ratings in power are not accounted for by the optimal
market solution. The optimum found at the market can be either modified to meet the physical
constraints by a costly redispatch arranged by the particular TSO or by modifying the set point of
LFCCs.

The shift from need-based to supply-dependent primary energy sources also influenced the way
power systems are operated. The volatile nature of RES introduced some new tasks to the daily work
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load of TSOs like generation forecasting especially for wind and photovoltaics and new security
assessment methods accounting for the volatility in market actions as well as the intermittent
infeeds from RES.

Nowadays security assessment methods used by the TSOs are usually based on point forecasts,
which are a composition of historic load patterns, power plant schedules for large generation units
and weather based infeed forecasts for RES. All of these input parameters are uncertainty afflicted
and show a more or less volatile nature introducing the need for power system security analysis
methods accounting for the stochastic characteristics of the same.

The aim of this thesis is to develop a security assessment method which is capable of handling
uncertainty afflicted input parameters and allows a comparison of different utilization cases and an
identification of potentially vulnerabilities. This thesis is structured as follows. In Chapter 1 gives a
short summary of the thesis. Chapter 2 holds a general overview about the motivation and the aim of
the. Chapter 3 holds a comprehensive review of existing approaches. In Chapter 4 the proposed
method is described in detail. Multiple analysis regarding the method are presented in Chapter 5. In
Chapter 6 results are given for different exemplary power systems of different scales. A conclusion is
given in Chapter 7.

2.2 On the Need for Risk-Based Power System Security Assessment

Due to the virtue of electrical energy for out society, maintaining the reliability of electrical power
systems and the security of supply are the major goals of TSOs. Because of the exposed position of
some parts of power systems like overhead lines or open air substations they are very vulnerable to
attacks [2]. The increasing amount of digital appliances in remote monitor and control systems like
the large scale penetration of smart metering devices in the low-voltage grid or the digitalization of
substations in high- and medium-voltage grids depends on communication networks, which again
potentially offer intruders new ways to gain anonymously access to the heart of a power system [3].
But not only attacks and manipulations can lead to a malfunction of a power system. Some historical
events, which are the topic of subchapter 2.3, show, that the interconnected European power
transmission system coordinated by the ENTSO-E can also be jeopardized by internal issues like line
outages as consequences of an insufficient maintenance of transmission line routes, or
misunderstandings in the common operation of cooperated power systems. In the worst case, such
incidents can lead to a total blackout of the interconnected power system, what can have
tremendous effects on the whole society as well as on the economy of affected countries. The
success of the novel “Blackout” [4] as a work of popular literature and the fact, that the topic of
power system security can be found in daily news papers show, that large scale outages are seen as a
potential threat in the general public. Due to the meshed structure of the interconnected European
power system an instant blackout of the same after losing one element is not very likely, but a single
outage can trigger a cascade which finally ends up in a wide area outage or even in a blackout. A
cascade is a series of chronologically phased branch outages as a result of subsequent overload
caused protection device actions, which either can stop at a certain system state, where no further
overloads are present, causing nearly no or a small number of lost nodes, or end up in a total
blackout. To avoid potential system states leading to any kind of cascading events the N-1 criterion
was introduced. It states, in its original form, a system as N-1-secure, if no overloads are present
after each possible single-element first order contingency. Whether a system state of interest is N-1-
secure or not can be determined by performing a complete contingency analysis.
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The N-1 criterion based contingency analysis is well suited for deterministic point forecasts of power
system data like nodal infeeds or the demand of loads, but the rising amount of uncertainties can’t
be considered. To be able to account for the stochastic nature of uncertainties coming from wind and
photovoltaics forecasts as well as fluctuating load demand and market actions, a changeover from
deterministic to a risk-based security assessment methods is necessary.

2.3 Historical Incidents

Due to the fact, that blackouts and major problems in interconnected power systems are rare events
there are only a few incidents to mention in modern, well-maintained grids like the Italian blackout
and the NY-blackout of 2003 and the system incident of 2006 of the ENTSO-E-area. Indeed there are
power systems in a worldwide scope which do not show the reliability of European or North-
American ones due to a lack in power generation units or weak designed resp. weak maintained
power systems. This work is focusing on the probability and severity of incidents as well as the
outage mechanics in modern, well-maintained state of the art power systems. In all three
documented cases, cascading tripping led to severe network states and finally partially blackout.

2.3.1 System Disturbance on the 28t of September 2003
The incident of September 28, 2003 was triggered by a line outage due to line sag and led to a
disconnection of the Italian power system from the European power system.

In the morning hours of September 28, 2003 a 380 kV line of the former UCTE power system
connecting Mettlen in Switzerland and Lavorgo in Italy was outaged by the particular protection
device due to tree flashovers. The Swiss and the Italian TSO unsuccessfully tried to reconnect the line
to the power system. As an effect of the outage the loading situation of the line connecting Sils (CH)
and Soazza (I) being a parallel path to the one outaged increased and was even overloaded. This line
permits a short time overload for 15 minutes in terms of a TATL. Facing the fact, that the energy
planned exchange power between Switzerland and Italy was exceeded and Italy imported too much
power the Swiss-TSO asked the Italian-TSO to activate remedial measures to decrease the cross-
border flows. At the same time while Italy decreased their imports the Swiss-TSO also activated
remedial actions to prevent the line from tripping. The heavy overload of the line led again to an
increased line sag resulting in tree flashovers and a protection device triggered tripping of the line
about 20 minutes after the first incident. Subsequently after the first two line outages the load flow
relocated to other lines resulting in multiple overloaded lines. According to the investigation report
of this incident [5] the remaining lines online were didn’t allow a stable power system operation
ending up in voltage angle instabilities in Italy and nearly simultaneous cascading line trippings on the
Italian border.
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Figure 2-1. Post incident system state [5].

After the separation of the Italian power system from the Central European one, immediately a drop
in frequency below 49 Hz was recorded in the Italian system. The power system was stabilized by the
primary frequency control and load shedding procedures for two and a half minutes. Due to the
unintentional tripping of several generation units after the stabilization of the power system it came
to a rapid decrease of the frequency which could not be stopped by additional load shedding until
the system frequency fell below 47.5 Hz where all participants of the grid were disconnected by
under-frequency-relays ending in an Italian-wide blackout. The Central European part of the UCTE
system showed a small positive frequency deviation which was limited by the function of the primary
frequency control.

2.3.2 System Disturbance on the 4t of November 2006

On November 4, 2006 in the late night hours, an incident originating from the northern German
power system happened, leading to about 15 million unsupplied households and a split of the
synchronous area of the former UCTE power system into three sub networks. In the final report
concerning the incident, the investigation committee gives an exhaustive report on the details of this
disturbance [6] and its most important points are summarized in the following section.

The origin of the disturbance happened in the transmission system of E.ON Netz. A shipyard planned
to transport a ship through the Ems River. To be able to pass the river the line of the transmission
system connecting Conneforde and Diele has to be switched off. It was planned to transport the ship
in the early morning hours of November 5, 2006 and the procedure was announced by the shipyard
in the mid of September 2006. To be sure that the power system is not endangered by the outage of
the line a security analysis was executed internally in E.ON Netz showing a secure system state. The
power system was already weakened by some planned outages due to maintenance or construction
work in the surrounding area of the line. Due to the fact, that the security analysis judged the system
state as secure the permission to transport the ship was granted for November 5, 2006 at 01:00. The
information was spread to the neighboring TSOs TenneT (NL) and RWE TSO (DE) which adopted the
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change in topology into their security analysis tools. All the analysis of the system operators showed
a highly loaded, but in a secure state corresponding the forecasted power-flow situation. To relieve
the highly loaded power system the exchange program between the Netherlands and Germany was
reduced for the planned time span.

The day before the incident the shipyard requested an advance of the outage by three hours. E.On
Netz performed the obligatory security calculations for the requested date leading to the result, that
the predicted system state is secure according to the N-1 criterion. This security analysis was
performed only for the network area of E.ON Netz, but not for the neighboring TSOs due to the fact,
that they were not informed about the advance in time. Due to the late announcement of the
shipyard regarding the advance legal regimentations made an adaption of the exchange program
between Germany and The Netherlands impossible, because the market rules forbid a change in
exchange program from 08:00 on for the day ahead.

During the usual exchange procedure of forecast datasets between TSOs of the former UCTE, E.ON
Netz provided on November 3, 2006 at 18:00 24 datasets concerning the next day. These files are
collected and distributed to all system operators for a more comprehensive security analysis.
However, this dataset didn’t include the planned outage of the line. On November 4, 2006 E.ON Netz
informed the two neighboring TSOs about the advance of the planned outage. To relax the system
situation the TSOs on changing the set point of a shifting transformer. After this measure was taken
TenneT and RWE TSO agreed to the switching action of the line. Before opening the circuit breakers
of the line, a power-flow computation was performed by E.ON Netz showed no overloads and an
empirical evaluation lead to the result, that the power system is N-1 secure. However, no N-1
contingency analysis was performed. At the same time RWE TSO executed power-flow computations
and contingency analysis leading to the result, that their system is secure, but heavily loaded.

The two circuits of the Conneforde-Diele line were disconnected one after the other leading to a
heavy loaded power-flow situation in the particular parts of the European power system.
Subsequently the power-flow over the line Landesbergen-Wehrendorf, which connects the TSOs
E.ON Netz and RWE TSO, increased. Due to significantly deviant flow limits in terms of alarm levels
and protection device settings of this line between the two TSOs, RWE TSO — having the lower limits
— received messages from the SCADA system notifying about flows, exceeding the alarm limit. RWE
TSO requested E.ON Netz to take remedial measures to relax the power-flow situation on the
particular line. As a consequence the stuff at E.ON Netz performed a switching action coupling the
separated busbars in Landesbergen. This measure was expected to lower the line’s power-flow and
keep the system secure, but exactly the opposite happened. The line’s power-flow increased and the
overcurrent protection device of the line triggered an outage of it, what led to a cascading event
through the whole European power system. Subsequent HVAC-line trippings occurred in the German,
Austrian, Hungarian and Croatian parts of the power system leading to three separated grid areas.
Due to the abrupt occurrence of imbalances in the separated areas action to stabilize the frequency
were performed like an exhaustive use of primary frequency control as well as frequency dependent
load shedding and so all the three separated areas stayed stable.

This incident mainly happened due to the lack in coordination of protection settings and the
application of predefined remedial measures on a modified topology.
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2.3.3 NY Blackout

On Thursday August 14, 2003 the central and north eastern part power system, and especially
NYISO’s grid area faced a major incident ending up in two islands, one in operation and one showing
a blackout with an overall amount of lost load of approximately 23 GW of power according to the
comprehensive investigation published in the NYISO’s final report [7]. It took the involved
Transmission Owners (TO) and their particular Independent System Operators (ISO) approximately
one and a half day to restore the whole power system.

The incident originated from a severe system situation in the power systems of Indiana and Ohio
western from New York at midday leading to a violation of the minimum values in voltage magnitude
on multiple nodes in the particular extra-high voltage grid. During the early afternoon the utilization
of the power system even increased. As initial event one generation unit in Ohio and consecutive
three EHV lines tripped between Ohio and New York, but due to a fault in the monitoring system of
the particular system operator it was not recognized. The cause for the line tripping were tree-
flashovers as a consequence of the increased line sag due to the high utilization. The loss of this lines
led to an increase in utilization of the regional high voltage power system which’s lines were not able
to take all the load flow ending up in a cascading event also affecting the extra-high voltage system.
This cascading event caused an increase in the parallel EHV lines from the PJM area to the Ontario
(IMO) area of about 100 MW. Afterwards overloaded circuits connecting the northern and southern
part of Ohio tripped as well and a huge shift in power through PJM, NYISO, IMO and Michigan was
the result to supply the northern part of Ohio. Additional subsequent outages in the power system
area of Michigan effectively split the southern part of Michigan which was still connected to the
northern part of Ohio and also connected to the system of Ontario. The load flows shifted to the
transmission system of NYISO adding a transit of 3500 MW.

Figure 2-2. Post incident state of the NY-transmission system.

The high transit flows led to a tense situation at the tie lines between the PJM and NYISO are ending

up in several tripping actions of lines connecting this two areas in one cascading event. Subsequently

the tie lines between New-England and NYISO tripped leading to an immediate decrease in the NY,

IMO, southern Michigan and northern Ohio island due to the lack in generation. In the separated

New-England Island (Figure 2-2) the nominal frequency was recovered. The eastern part and the
7
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western part of the NYISO system split up in two islands due to a “out-of-step” condition of the
eastern part of the system. This eastern part split from the remaining bigger western island and
showed a significant deficit in generation power leading to a nearly instantaneous blackout due to
the low frequency and low voltage levels in the eastern NY island. After this total separation of the
eastern NY power system, the IMO area and the NYISO area split resulting in a western NYISO and
south eastern Ontario island showing a surplus in generation.

A re-closing of connection lines between the generation rich western NY island and the generation
poor south west Ontario system led again to a power swing, a decay in frequency and so to the
activation of load shedding schemes in the western NY area, ending in the tripping of the previously
re-closed connection lines and about 3.5 GW of shed load in the western NY island. After the second
tripping of those connection lines the frequency in the western NY island restored to a normal
operation level.

The normal system configuration could be fully restored 33 hours and 30 minutes after the beginning
of the incident.
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3 State of Research and Research Questions

This subchapter gives an overview about the currently available scientific literature on forecasting
methods, deterministic as well as risk-based security assessment methods and an example for a
typical TSO practice on forecasting and security assessment.

3.1.1 Load Forecasting Methods

Since the very first attempts of interconnected grids, forecasting of the demand of load’s connected
to the particular transmission system has been an important topic to ensure the availability of power
plants in terms of power plant schedules and also to anticipate congestions in power systems in
terms of security assessment. Due to the virtue of this topic, numerous approaches on different
focuses can be found in literature. An overview about the existing methods is given hereafter.

3.1.1.1 Univariate and Multivariate Models

Load prediction models can be categorized in univariate models, accounting for a single input
variable (e.g. historic load data), or multivariate models, which are more sophisticated than
univariate approaches and take a number of external parameters (e.g. weather data, time and date)
into account. For the use in very short term load forecasting and short term load forecasting the
influence of external factors is generally said to not have an effect on the accuracy of results and so
univariate models perform according to the conclusions of naive approach studies [8], [9] better e.g.
for short term forecast horizons than complex weather accounting multivariate models which
perform better on long forecasting horizons. Long term forecasting methods model multiple causes
influencing the load behavior where the most affecting ones are the time in terms of seasonal
characteristics like winter-summer, day-night, weekday-weekend, vacation and special days, the
weather in terms of temperature, the degree of cloud covering, the wind speed and the humidity as
well as the electricity price and the economic performance. Especially in regions, where electrical
heating systems are widespread the influence of the wind on the load has to be considered because
of its cooling effect underlying the effect of inertia [10]. Thermal inertia leads to a shift in time and so
a cold or windy day does not directly cause an increase in energy demand because buildings have a
thermal time constant. Every prediction result is always uncertainty afflicted, what is modelled as a
term of randomness reflecting exceptional events like non-predictable natural and civil events.

3.1.1.2 Additive- and Multiplicative Models
Mathematical predictive methods can be separated into additive and multiplicative models [11].

L =1Lp + Ly + Lg + Lg (3-1)
Eg. (3-1) shows an example for an additive implementation, where L denotes the total predicted
load, Lp the load according to a standardized load profile, Ly, the weather dependent part, Lg is a
term for special events leading to a deviation of the usual load behavior and Lg is a random term.

L =Lp-Ly-Ls-Lg (3-2)
In eq. (3-2) an example for a multiplicative approach is given. The acronyms are the same as for the
additive model with the difference that they denote factors instead of summative terms. It can also
be thought of additional factors like electricity pricing or a coefficient accounting for the increase of
load over time to be integrated into the formula.
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3.1.1.3 Long- and medium-term load forecasting approaches

To predict the energy demand long time (e.g. one year in advance), there exist basically two kind of
approaches. End-use models and econometric models are used to predict load demand on long term
horizon. End-use approaches are based on extensive knowledge on installed appliances. Customer's
showing similar behaviors are categorized into groups to simplify the data handling. This approach is
very sensitive regarding the quantity of information about the demand characteristics and their
quality. Long term forecasting with end-use models is requires nearly no historical data, but on the
other hand a lot of information about customers and their appliances is needed. The second popular
approach for long term load forecasting are econometric models, which are based on statistics and
economic theory. Econometric models are based on an estimation of a function between the load
behavior and the weather and/or other influences. To reduce the effort loads can be grouped in
characteristic collectives. The advantage of this approach is, that there are no detailed information
needed on the appliances of customers, but a disadvantage is the necessity of long term historical
data. Approaches combining end-use- and econometric-models are said to increase the accuracy of
forecasts, but they require a long term history of load data as well as detailed information about the
end-user-load-structure [11].

3.1.1.4 Popular Approaches

One of the most intuitive prediction approaches is the linear regression. Due to its simplicity it is
widely use especially for load prediction. It can be implemented in a univariate or multivariate way.
For deterministic influences like special days, weather and other external influences can be
accounted by introducing additional variables. Linear refers to the characteristic of the parameters
but not the shape of response surface. It is usual to implement a linear trend using regression
models, but this approach is not able to account for business events like recession and booming due
to the monotony of the trends on the whole investigation interval. Also short term prediction
regarding the weather can be approximated using linear regression.

Another method called the similar day approach makes use of historical data to estimate the future
not by trying to extrapolate the measure of interest e.g. the energy demand but by looking for days
with nearly the same characteristics in the historical data set. Properties for identification of the
similar day are the weather, the day of the week and the date. Implementing a trend, the data from a
similar day in the past can be up-scaled to the desired forecast date. The accuracy of this approach
can be optimized by looking for more than only one similar day in the historical data and joining
them creating a linear combination of them.

Fuzzy logic is able to describe human expressions in a logical way and allows to implement them in
mathematical models. Especially when it comes to load forecasting methods based on fuzzy logic
outperform linear models [12]. An approach based on fuzzy logic allows to described the active load
demand as a function of time and date, temperature and the day- or week-ahead energy
consumption. When it comes to extreme events, well developed fuzzy logic approaches reach a good
accuracy and outperform most of the statistic theory based methods.

Neuronal networks are a common method for prediction tasks. Especially when it comes to load
forecasting they are used for different lag times in various realizations. E.g. a 15 minute short term
load forecasting method with a resolution of approximately one minute is proposed in [13] using
multiple underlying neuronal networks controlled by an upper neural network, which dynamically
controls the weights of each network. The work presented in [9] outlines the data pre-recession as

10



A Y,

indispensable to enable neural networks to do their work properly. The paper deals with load
prediction based on weather ensembles coming to the conclusion that the prediction accuracy of the
forecast can be improved by the use of weather ensembles.

A combined approach of neuronal networks and chaos theory is presented in [14]. It is based on the
setup of a multi-dimensional chaotic time series in phase space. Further the neural network structure
is determined by trial and error in an network optimization process, where the initially randomly set
neural network weighting factors are optimized by training the network with historical data.

Principal component analysis is based on the reduction of the dimension of a multivariate data set to
a set of orthogonal variables. So the original original variables are linear combinations of the
orthogonal set. This method is very similar to modelling every appliance of a aggregated load pattern
with the difference, that the number of different models is minimized by the exploitation of similar
pattern in them. In paper [15] an approach for a univariate model is given, using day-of-the-week
dummies and a quadratic trend a regression based solution of this problem is presented. Cross
validation in combination with the method of minimum least squares is used in the mentioned paper
for optimization purposes. The results have to be converted back from the space of principal
components to the space of the input data. Also weather data can be implemented, extending the
model to a multivariate one.

A widely spread approach for load forecasting is the method of exponential smoothing. Basically
there are numerous ways how exponential smoothing methods can be implemented [16]. The most
simple one is the first order exponential smoothing which is basically a weighted mean sum of a
predefined number of historical values. A first order approach can be extended to a second order
exponential smoothing method by taking a trend into account. A linear trend basically goes
increasing or decreasing over the number of time steps. Exponential smoothing methods are always
trained using past values of the time series to predict. By e.g. evaluating the second-order
exponential smoothing based on available test data the forecast error can be determined. To
optimize the accuracy of the model usually the method parameters are trained formulating an
optimization problem with the objective to minimize the forecast error.

The exponential smoothing is not limited to linear trends only but it can be extended to n"-order
exponential smoothing leading to a n™ polynomial behavior instead of the linear. A special
implementation of exponential smoothing method is the Holt-Winters seasonal exponential
smoothing, allowing to account for one or even multiple different seasonalities (day, week, month,
year) [17].

A special implementation of exponential smoothing models is the intraday cycle approach, which is
principally based on one cycle for every day in the lag time. So it is not possible to model any weekly
seasonality. This problem can be solved by modelling various intra-day cycles for differently shaped
load profiles per day type. In paper [18], different intra-day profiles were designed for Monday,
Friday, Saturday and Sunday. The remaining days where modelled by one IC due to the similar profile
of these days. The accuracy can be improved by including an autoregressive term to this approach.

The Auto Regression Integrated Moving Average (ARIMA) procedure is a popular method for building

statistical models and models forecasting purposes which was developed by Box and Jenkins. The

underlying method of the ARIMA model is the ARMA algorithm. It consists of an AR part which is the

autoregressive one and a MA moving average part. The AR model aggregates values from the past
11
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weighted by a factor and takes a shock into account as a normal distributed random function. ARIMA
models can be extended to SARIMA (seasonal ARIMA) models taking one or multiple seasonalities in
to account [17], [18], [19].

Wavelet theory approaches are categorized under the hybrid models. In a first step the input data
are transformed into different resolution spaces, then the sub-input data are processed by selected
forecasting methods like ARIMA separately. The sub-results of the particular subsystems are
combined by an inverse transformation. E.g. [20] this is done by a lifting scheme. In [20] the
prediction on basis of this series is done by an ARIMA model, whose results are post-processed using
an inverse lifting scheme proofing, that the LS-ARIMA-LS™ method performs better than an ARIMA
model for day-ahead (d-1) forecasts.

A second approach of hybrid models is the implementation of a trous algorithm [21]. First the input
data is decomposed in different resolution levels followed by the calculation of the generated
subsystems. The calculation results for the independent subsystems show different coefficients
representing an approximation of the input data in the particular resolution level. Finally the
subsystem’s results are reconstructed forming the forecast values. This is done by combining the
coefficients of the different base wavelets. The subsystems can be seen as independent chaotic time
series. Studies show, that approaches implementing hybrid models perform well compared to naive
methods for long term prediction tasks.

Expert systems are a heuristic approach, which require the expertise of a human being involved in
the investigated process like a system operator and try to model their knowledge in a mathematical
way. It must be possible to express the operator’s knowledge in a way that programmers are able to
implement it in software. In [11] expert system makes use of 11 different day profiles, weather data
and load data of the previous five years. This developed method out-performed a conventional Box-
Jenkins method in STLF. Another mentioned implementation in [11] of expert systems is a site
independent set of rules, which was already tested on several different organizations in the US. The
parameterization and rules where created without any site specific knowledge, but the forecast
accuracy could be improved implementing site specific parameters. The investigation horizon of
expert systems is limited by the horizon of the implemented expert rules.

The technique of support vector machines (SVM) is closely related to the method of neural networks,
where non-linear functions are searched to model complex dependencies of variables. In SVM the
non-linear functions are converted by a so called kernel into a more dimensional space, where it is
possible to express them in linear equations and boundaries. The challenge to find a proper
architecture for a neural network is replaced using SVM by the need of the optimal matching kernel.
Some SVM approaches were already implemented resulting in a better performance compared to an
autoregressive method [11] on a short term forecasting horizon.

In [9] a method for predicting the forecast error variance is proposed based on forecasting methods
using weather ensemble predictions. Three methods have been investigated for comparison namely
a naive approach, an exponential smoothing method and a neural network. Exponential smoothing
turned out to perform best for short lags and the rescaled variance methods for long lags. Generally
most of the literature concerning prediction is about forecasting and only some few publications are
about modelling the forecasting uncertainty. When it comes to method comparisons the forecast
error is a widely used measure to visualize the method accuracy.
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3.1.2 Security Assessment Approaches

The aim of the security assessment in general is the evaluation of a system state with the focus to
identify events, harming the supply of load ending up in a blackout in the worst case. Large blackouts
originate in general out of complex chains of outages and events so called cascading events. A
cascade can consist of many single line outages that are both, dependent or independent from
foregone events. Tripping of lines and transformers with possible islanding, loss of generation, load
shedding, as well as automatic and manual redispatch might take place during a cascade. Often a
cascade is triggered by load flow independent events like earth faults caused by falling trees, direct
and indirect lightning strokes. As a consequence, tripping due to overcurrent relays, undervoltage
relays, or earth faults due to increased line sag can happen subsequently. These causes cover a part
of the complex blackout mechanics. In addition to element outage cascades, wide area outages and
blackouts can also be triggered by voltage collapse due to lack of reactive power [22], or due to
voltage oscillations and transient instability [23]. Also the loss of system observability or
controllability can lead to cascading outages e.g. when problems with the SCADA system occur and a
system operator is not able to control the grid anymore due to the lack of information about it [24].
Most of the TSOs perform a deterministic security assessment to minimize occurrence probability of
a blackout [25]. Usually lines with more than only one circuit are taken into account in form of a list
of common mode failures according to the expert knowledge. The main statement of this criterion is,
that the operated grid can withstand the occurrence of each listed contingency. The N-1 criterion is
defined as necessary for a secure grid operation. Also the need for a set of remedial actions to be
able to recover the N-1 compliance is mentioned. A violation of this rule is accepted during switching
sequences, when consequences are restricted to a particular TSO’s grid area and during remedial
actions recovering the N-1 compliance. Several problems are arising with the use of the deterministic
criterion. Although the N-1 criterion is simple to understand, it gives no information about the actual
dispatch’s risk. Hence, different N-1 secure system states cannot be compared in terms of the risk
they hold. Neither the probability of the outage is known or its risk. Today’s industry practice using
the N-1 security criterion for security assessment is stated to be obsolete [24], because it was
designed to coordinate a grid’s security in a small-scale network and tie lines were designed for
emergency reasons but not for trading and transit activities. Nowadays, the situation in energy
transmission and energy trading has changed, but the security limits didn’t evolve with the way the
grid is used. With the number of considered line outages the probability for simultaneous element
outages increases [26]. However, the effect of outages is not as threatening in a meshed grid as in
conventional ones. Although the likelihood of a single element outage increases with more lines in a
network, but the impact on the network customers associated with it decreases.

Due to the necessary consideration of multiple line outages, the N-1 criterion has to be rethought
[27]. But an extension of this deterministic limitation in grid operation seems to be not feasible due
to the fact that a k element outage contingency analysis leads to n* calculations and is
computationally exhaustive on a day-ahead basis. Ref. [28] sees the N-1 methodology to be useable
in general but argues that outages harming only small loads should be tolerated to reduce the
computation time. To keep the number of calculations at a feasible level, a tradeoff between
accuracy and computation time has to be found. The method currently being used by the European
TSOs is the calculation of all possible single line outages and by exper