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Abstract 

In recent years, electricity generation employing renewable energy sources such as 

wind and solar dramatically increased and will continue to grow substantially in the 

future. Such developments cause a shift from conventional synchronous generators with 

well-known inherent behaviour to inverter-based generation with the behaviour strongly 

depending on the implemented control algorithms. Associated with this trend towards 

inverter based renewable energy generation is the reduction of system inertia leading to 

concerns on higher frequency gradients which can result in lower frequency nadirs and 

higher frequency zeniths in the event of network contingencies.  

This thesis illustrates how the introduction of battery storage systems (BSS) into the 

power system can help to keep grids stable. With BSS, Fast Frequency Response (FFR) 

can be introduced as a new service that takes advantage of their fast reaction times. 

FFR is the incorporation of rapid active power increase or decrease by generation or 

load in a frame of two seconds or less, to correct a supply-demand imbalance and assist 

in managing power system frequency. In the context of this thesis, artificial inertia is 

treated as a subset of FFR. A central aim of the work presented in this thesis is to 

examine how different BSS activation mechanisms compare with each other and how 

effective these mechanisms are under different conditions. For that, the difference 

between activation methods and technologies that can provide FFR are highlighted 

leading to the development of four different controllers. The basic principles for these 

controllers are derived from existing concepts for FFR. The controllers considered 

include a proportional controller, artificial inertia controller, event detection controller, 

and an improved proportional controller. In the research, improvements to these BSS 

activation methods were undertaken and further developed. The performance of the 

controllers was tested utilising simulations for different grid conditions and scenarios in 

combination with conventional measures such as Frequency Containment Reserve 

(FCR).  

A grid was modelled based on the South Australian transmission network to investigate 

the performance of the controllers in a grid with low levels of inertia and high frequency 

deviations associated with network disturbances. The results showed that the addition 

of a BSS can help mitigate the negative impact of high rates of change of frequency and 

that all tested controllers had a significant impact on the maximum frequency deviation.  

The controllers were further tested with a measured signal from the grid separation event 

in the Central European system on January 8th, 2021. The measured frequency signal 
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was first used as an input to observe the reaction a BSS, employing the proposed 

controllers, would have had if it had been connected during the disturbance and if the 

controllers operate as expected under real conditions. The disturbance was then 

simulated with a simplified model of the Central European grid and three different stages 

of BSS adoption in the system. The results highlighted that in a grid with higher levels 

of inertia than in the test grid examined based on the South Australian network, artificial 

inertia had a miniscule effect on the frequency deviation. The event detection controller 

and the improved proportional controller had the highest impact on the frequency. It was 

also be shown that the benefit of additional BSS, following a certain development stage, 

is diminishing.  

The simulations highlighted the fact that the parametrisation of the controllers is of 

essential importance and needs to be adjusted depending on the grid situation and the 

limited rated power and storage capacity of the BSS. Parameter variation studies were 

carried out which showed that artificial inertia with an increased delay has a superior 

effect on the frequency than very fast acting artificial inertia.  

Overall, the proposed novel controllers show a promising improvement over the 

standard droop controller. This also highlights the fact that existing frameworks for FFR 

can be further improved. 

Key Words: Fast Frequency Response, Inertia, Frequency Stability, Battery 

Storage Systems, Renewable Energy, Power System Simulation 
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Chapter 1  

Introduction 

The demand for electrical energy has steadily increased over the years and will continue 

to do so in the future. A reliable supply of electricity is ever so important as the 

dependency on it increases and technological developments advance. The trend 

towards increased renewable energy sources is gradually causing a shift from 

conventional synchronous generators with well-known behaviour to inverter-based 

generation with characteristics dependent on the design and parametrisation of the 

associated controllers. Associated with this trend is the reduction of system inertia 

leading to concerns on higher frequency gradients (Rate of Change of Frequency - 

RoCoF) in the event of network contingencies such as the loss of a large synchronous 

generator, an interconnector or a system split such as the 2006 event as detailed in [1]. 

Out of the several available flexibility measures to address such concerns, as in [2] and 

[3], energy storage technologies provide remarkably promising response options 

because of their unique ability to decouple power generation and load over time [4]. In 

addition to load levelling [5], battery storage systems (BSS) can be used for transient 

and steady-state voltage control [6]. For example, the BSS as a part of Hornsdale Power 

Reserve in South Australia has been active since 2017 and has already assisted in 

preventing a system-wide blackout [7]. 

1.1 Background 

In recent years, electricity generation employing renewable energy sources such as 

wind and solar dramatically increased and will continue to grow substantially in the 

future. This trajectory is caused by an increased public interest in climate change, 

governmental incentives, and technological advancements. [8] takes a closer look at this 

development as graphically illustrated in Figure 1.1 and Figure 1.2. The report covers 

96% of the global GPD and represents 96% of the global population. The findings of the 

report show that renewable energy generating capacity experienced an estimated 

257 GW of additional capacity. In total, the globally installed renewable energy power 

generation increased by almost 9.9% compared to 2019. Especially solar PV generation 

increased significantly and accounted for more additional power capacity (net of 

decommissioned capacity) than any other generating technology. Solar PV-rooftop 

systems have also become increasingly efficient over the years and prices of such 
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installations continue to drop [9], [10]. Globally, the newly installed renewable power 

capacity consists of 54% solar PV, 36% wind and 7.7% hydropower in 2020 [8]. 

 
Figure 1.1: Solar PV Global Capacity and Annual Additions, 2010-2020 [8] 

 
Figure 1.2: Wind Power Global Capacity and Annual Additions, 2010-2020 [8] 

A country that is leading in renewable energy generation is Australia where renewable 

energy investments gained momentum following the legislation of the revised Large-

scale Renewable Energy Target (LRET) in mid-2015. The target set in the LRET is to 

generate 33,000 GWh by 2020 with additional renewable energy generation compared 
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to the 1997 baseline level established under the Renewable Energy Target legislation 

[11].  

Generally, as pictorially illustrated in Figure 1.3, such developments cause a shift from 

conventional synchronous generators with well-known behaviour to inverter-based 

generation with characteristics dependent on the design and parametrisation of the 

controller, implemented functionalities and the specifications of the power electronic 

interfaces [12].  

 

 

Figure 1.3: Change in Generation 

Associated with this trend towards inverter based renewable energy generation is the 

reduction of system inertia leading to concerns on higher frequency gradients (Rate of 

Change of Frequency - RoCoF) which can result in lower frequency nadirs and higher 

frequency zeniths in the event of network contingencies. Such contingencies can be the 

loss of a large synchronous generator or an interconnector, like in South Australia where 

a RoCoF of 4 Hz/s was detected during the 2016 black system event [13]. Under these 

conditions, 49 Hz (where load shedding would usually start) would be reached within a 

quarter of a second, making it impossible for generators to react to the disturbance in 

time. Figure 1.4 illustrates the frequency after a loss of generation with varying degrees 

of system inertia. The figure also differentiates between the response with frequency 

Containment Reserve (FCR), also known as primary frequency control, and without 

FCR. 
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Figure 1.4: Frequency after a loss of generation with varying degrees of system inertia; dotted 
lines without FCR and solid with FCR [14]  

Figure 1.4 illustrates the frequency response of a system that experiences a loss of 

generation with different levels of inertia ranging from 100 GWs to 300 GWs. It is clearly 

visible that reduced levels of inertia (100 GWs) lead to a lower instantaneous frequency 

drop. According to [15], five major synchronous systems have already implemented 

lower floors for the systems inertia to limit RoCoF. Inertia floors result in minimum 

requirements of synchronous generation that needs to be connected at any time. Table 

1 summarises these floors and classifies them in relation to grid capacity that is linked 

to the peak demand. The table also features the relevant data on maximum RoCoF and 

the associated contingency. Australia features constraints in at-risk regions such as 

South Australia (SA) and Tasmania (TAS). Astonishingly, SA and TAS allow for much 

higher RoCoF values than the other countries. Missing data in the original table included 

in [15] was filled with data from [16] and [17].  

Table 1.1: Inertia floors present in the regions ERCOT, Great Britain (GB), Ireland, NORDIC System 
and Australia: South Australia (SA) and Tasmania (TAS) [15] 

 ERCOT GB Ireland NORDIC SA TAS 

Inertia floor 100 GWs 135 GWs 23 GWs 125 GWs 6 GWs 3.8 GWs 

Peak demand ~73 GW ~60 GW ~6.5 GW ~72 GW ~2.6 GW [16]  ~1.6 GW [16] 

Contingency 2.75 GW 1.25 GW 0.5 GW 1.65 GW 0.35 GW  0.45 GW [17] 

RoCoF ~1 Hz/s 0.125 Hz/s 0.5-1 Hz/s 0.5 Hz/s 3 Hz/s 3 Hz/s 
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The fast activation times and the converter-based connection of BSS to the grid offer 

new possibilities to provide load/frequency responses that are not only faster than 

conventional mechanism like FCR but might also be able to utilise controllers that offer 

better suited responses that circumvent the limits synchronous generators have. For 

example, governor activation times were sufficient in the past but in relation to increasing 

RoCoF even fast acting gas power plants will be too slow. As a result, cascading outages 

and widespread blackouts may occur [18]. 

1.2 Problem Statement 

Electricity grids of the future are going to be weaker and more susceptible to 

disturbances. Disturbances that are now considered as small and not having a 

significant effect on the stability of the interconnected grid are going to have a significant 

impact. System splits and islanding scenarios will become more challenging because of 

unevenly distributed non-synchronous generation in interconnected systems. To secure 

a reliable electricity supply for future generation, it is important to develop solutions on 

how to deal with a decreasing penetration level of synchronous generators and how to 

address the adverse effects that this causes. In response to the decreasing levels of 

inertia, the earlier research focused on supplying artificial/virtual/synthetic inertia by non-

synchronous generation. Although the slowing of the RoCoF by emulating the behaviour 

of synchronous machines is a step in the right direction, the capabilities of inverter-based 

generation and storage systems make advanced response possible. Additionally, inertia 

is only active during changing frequency because of its df/dt dependency and thus does 

not help with rebalancing the power. Over the recent years, the service identified as Fast 

Frequency Response (FFR) evolved as a new system service to support conventional 

frequency containment mechanisms where faster reaction times are necessary. 

The provision of frequency response by wind turbines is already well established, for 

example in [19] and [20]. Compared to, for example, wind turbines, BSS offer less 

limitations and provide a wider range of power output and capacity. Their output is not 

limited by mechanical systems or external factors such as the weather (other than the 

BSS capacity and their operating constraints). 

Two major studies have investigated the general feasibility of FFR for a respective region 

and summarized technical requirements. Firstly, the North American Electric Reliability 

Corporation published a white paper “Fast Frequency Response Concepts and Bulk 

Power System Reliability Needs” in March 2020 [21] which summarises FFR capabilities 

of wind turbines, solar PV, BSS, and load resources, and gives examples from 

manufactures who have developed ways to inject power rapidly into the power system. 
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Dynamic grid studies were undertaken under the assumption that all inverter-based 

generators that replaced synchronous generation are equipped with some form of 

(primary) frequency response. Varying degrees of system inertia and delays for the 

frequency responses were considered and the responses used were directly taken from 

the industry examples. The white paper does not compare FFR provided by different 

types of generation and does not conclude which response might be best suited for 

future grids.  

Secondly, General Electric conducted a major study for the Australian Energy Market 

Operator (AEMO) in 2017 “Technology Capabilities for Fast Frequency Response” [22]. 

This report emphasises on explaining the various technologies capable of delivering 

FFR. Different activation methods are explained in detail and frequency and RoCoF 

measurements are elaborated. The report uses the SA grid with a frequency event that 

occurred on 1st November 2015 as an example for dynamic simulations. The goal of the 

simulations was to determine the size of FFR needed for such a contingency. A droop 

controller with a deadband was utilised to control the power injection dependent on the 

frequency deviation. Even though the report goes into much detail explaining different 

activation types, no other activation types were considered in the study besides the 

aforementioned controller.  

Other studies such as [23] and [24] go into great detail on the effectiveness of BSS 

systems with frequency deviation dependent droop controllers, and in case of [24] the 

combination of controllers with droop characteristics for frequency deviation and RoCoF.  

The above studies give a general overview but lack detailed simulations considering 

different types of controllers. Also, the studies also do not investigate whether a 

proportional (droop) controller is best suited for the application of concern leading to the 

problem area of alternative controller topologies that be developed which are able to 

provide an improved response. Further, the above studies do not investigate the shut-

down period of BSS systems leading to another problem area. The proportional 

controllers used in these studies would provide a power output as long as there is a 

frequency deviation. Depending on the state of charge at the time of the frequency event, 

and the capacity of the BSS, the BSS could run dry abruptly. In a grid with a limited 

capacity of BSS contributing to frequency stability, a suboptimal operation of BSS with 

sudden shut-down may not significantly impact on the stability of the system but in future 

grids with less conventional generation and a higher dependency on BSS to support the 

grid frequency, these effects will have a substantial impact.  
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Although use of BSS to assist with frequency stability has been discussed in the recent 

years, research has not focused on investigation of different methods that can be used 

to activate such schemes and hence no acknowledge exists on their optimum use.  

Except for a few exceptions, BSS systems are generally considered too expensive to 

install. The challenges introduced by the increasing deployment of wind and solar 

generation and the reducing prices of BSS are making them more viable in the future. 

Considering the above, this thesis makes a substantial contribution to better understand 

the optimal usage of BSS schemes to address frequency stability related and other 

issues.  

1.3 Research Questions and Methodology 

This thesis focuses on how FFR provided by utility scale BSS can meet the additional 

measures to stabilise the frequency in case of a major event. Existing control strategies 

for FFR will be analysed to identify possibilities for improvement.  

- How is Fast Frequency Response defined? 

The usage of the term Fast Frequency Response in legislation, research and 

applications will be evaluated. Existing frameworks are summarized, and a clear 

definition of Fast Frequency Response is presented (see Section 2.2 Fast 

Frequency Response). 

 

- How does Fast Frequency Response compare to and interact with 

conventional frequency contingency mechanisms? 

FFR provided by battery storage systems can react much faster to frequency 

changes but can only participate for a short time compared to conventional 

generators that participate in frequency control. These up- and downsides need to 

be taken into consideration when introducing this new service and simulations will 

be carried out to investigate the interaction between new and old services (see 

Section 4.4 Frequency Response of the Network with Different Battery Controllers). 

 

- What are the key characteristics of a frequency contingency events and what 

is considered as favourable influences? 

To assess the effectiveness of the novel controllers introduced, it is important to 

clarify the parameters of a frequency disturbance. These parameters include Rate 

of Change of Frequency, frequency nadir/zenith and settling time (see Section 

2.1 Frequency Stability). 
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- What are control types for FFR? 

FFR can be activated by direct event detection and autonomous activation that are 

based on identification of disturbances or by continuous controller operation (see 

Section 2.3 Activation Methods). 

 

- Can FCR be provided by battery storage systems? 

The use of frequency deviation proportional controllers that can otherwise be found 

as governors in generators are used in literature and application examples as a 

possible control strategy for battery storage systems. A frequency measurement 

from the Central European grid will be utilised to illustrate the limitations of this 

approach (see Section 3.1.2.1 C1 - Proportional Controller). 

 

- How can controllers be optimised for an overall better frequency contingency 

response? 

Due to the non-linearity of the system, controller parameters and activation times 

have a significant impact on the overall performance of the controller and the 

stability of the system. Parameter sensitivity studies will be carried out to examine 

the impact of fast activation against slightly delayed activations (see Chapter 6 

Network and Battery Energy Storage System Performance Sensitivity to Controller 

Parameter Variations). 

 

Following the identification of the research questions above the relevant detailed work 

was undertaken as summarised below: 

Preliminary work undertaken investigates frequency control and the effects of reducing 

inertia levels in frequency stability. Existing FFR definitions were analysed and a clear 

definition of FFR in the context of this thesis was formulated. With the insights gained 

from the literature research, several FFR controller models for BSS were developed 

utilising DIgSILENT PowerFactory noting that it is now a widely used software tool an 

increasing number of researchers and grid operators use. It is a well-recognised 

DIgSILENT PowerFactory offers a wide variety of functions and an extensive list of pre-

modelled power system elements. Once a grid model is established, it is possible to run 

fault and load flow calculations or dynamic simulations all with the same grid model. The 

software also offers the facility for custom development of dynamic models that can be 

used during dynamic simulations. For example, these models can represent equipment 
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types that are not predefined or need a higher level of detail, or controllers for different 

types of grid elements. 

This work uses a root mean square (RMS) simulation which covers a time range that 

includes electromechanical transients. The dynamic RMS simulation works with time-

varying complex root mean square values. It uses a symmetrical representation of the 

electricity grid and is the usual method for calculating electromechanical processes. 

Typically, issues of transient stability (such as critical fault explanation time), stability in 

the medium time range (e.g., optimisation of rotating reserve and load shedding) and 

oscillatory stability (e.g., inter-area oscillations) are investigated using RMS simulation. 

In contrast, an electromagnetic transients (EMT) simulation uses the instantaneous 

values of voltages and currents. This means that DC balancing elements or harmonics 

can also be considered. However, the computational effort and the computational times 

are correspondingly higher. 

A sub-grid with a weak connection to the main grid was used to test the controllers under 

different generation scenarios. These scenarios range from low to high levels of 

renewable generation. Frequency stability is often investigated with the most severe 

outage. In case of this grid configuration, this outage is the loss of the interconnection 

during import. The results highlight the differences between the types of controllers and 

indicated a strong dependency of the controller parameters. This was examined further 

by performing a parameter variation study.  

Finally, the controllers were tested under realistic conditions. Frequency measurement 

from the European grid during the January 8th, 2021, disturbance, was used to highlight 

the performance of the controllers compared to the actual reaction of the grid.  

1.4 Thesis Outline and Contributions 

Chapter 2 gives an overview of frequency stability and how it is currently managed in 

power systems followed by how FFR is particularly achieved by grid operators.  How 

FFR will be used within the context of the work covered in the thesis is detailed and how 

it will be delivered is illustrated. 

Chapter 3 describes the controller models that are used in the research. These controller 

models are based on the findings presented in Chapter 2 to illustrate the currently 

proposed controller methods by the grid operators. Initial investigations of these 

controller models emphasizes that these basic controllers can be improved. Two novel 

controller models are introduced. One of these controllers is based on an event detection 

algorithm that analyses the frequency and estimates how severe the frequency event is 
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going to be. According to this analysis, a power output is activated rapidly, making 

possible a fast reaction to fast frequency changes. The second novel controller utilises 

a rolling average setpoint control to reduce the power output over time. Additionally, 

these novel controllers have a mechanism that blocks the reaction of the controller to 

not adversely affect the frequency restoration process.  

The first objective of Chapter 4 is to develop a model a grid that features high levels of 

renewable energy generation with a weak connection to the main grid, so that a 

disconnection from the main grid is a scenario that can be investigated. Such a grid 

would exhibit high RoCoF and is in danger of a widespread blackout following the 

disconnection from the main grid during times of peak import or export. The established 

grid is then used to test the established controllers developed in Chapter 3 and analyses 

the effectiveness of FFR using a battery system. This work provides answers to the 

question how different BSS activation mechanisms compare with each other. 

The aim of Chapter 5 is to utilise a real frequency event that was experienced in Austria 

following a grid separation event on January 8th, 2021, and investigate how the 

controllers presented in the chapter would perform during the event. The outcome of this 

chapter illustrates clearly, which controllers are more suited for a strong interconnected 

system and estimates how large a BSS would have a significant effect on the stability of 

the grid. With the measured signal as the input data for the controllers, it could be shown 

that the novel event-based controller is capable of distinguishing a normal frequency 

oscillation and an actual frequency event.  

In Chapter 6, a sensitivity analysis of the introduced controllers is carried out. The test 

grid that was developed and illustrated in Chapter 4 is used in these tests. An automated 

variation of the parameters of the different controllers is conducted and studied. A novel 

and interesting outcome of this analysis was, that a slight time delay in the activation of 

the BSS can have a beneficial effect on the system stability.  

A summary of the findings of the work presented in the thesis is given Chapter 7 followed 

by recommendations for future work.  
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Chapter 2  

Literature Review 

2.1 Frequency Stability  

A range of key characteristics of electrical power systems, and its components, which 

have evolved over many years are well established. Among these are those of the 

Synchronous Generators (SGs) and their inherent characteristics alongside with the 

refinement of operation and control of power systems. A key property of interest is the 

system strength of a power system which is a relative term that is used to describe the 

ability of a power system to maintain core characteristics, frequency, and voltage, close 

to the pre-defined limits as possible under all operating scenarios. It is a relative property 

as it depends on the location of interest of a power system, especially in the context of 

new loads and generation that are yet to be connected, as it is influenced by the 

installations already connected. The system strength of a conventional power system 

could be quantified using the following [25]: 

 System impedance at a location of interest 

 Ability to transfer power in steady state while maintaining supply voltage within 

limits 

 Resilience in maintaining the frequency 

Due to the increase of renewable energy sources with decoupled rotating masses such 

as permanent magnet synchronous generator type wind turbines or even no rotating 

masses as in the case of solar Photovoltaic (PV) systems, as shown in Figure 2.1, 

precise ways of defining the strength of a connection point has to be established.  

Figure 2.1: Connection of convectional generation, permanent magnet 
synchronous generator type wind turbine and solar PV system to the grid 
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The strength of a power system consists of many metrics. Commonly used key 

characteristics to assess general system strength are: 

- The Short Circuit Ratio (SCR): With regard to a generator to be connected it relates 

the fault level at the connection point to the capacity of the generator where it 

strongly influences the ability of the generator to operate satisfactorily in steady 

state and following system disturbances. It is also possible to quantify the system 

strength employing the X/R ratio of the system impedance seen at the connection 

point. This is mostly relevant for transient analysis.  

- Sensitivity of voltage changes due to changes in active and reactive power: The 

ability to transfer power from a generator to load centres relates with the sensitivity 

of the connection point voltage to changes in the generators active and reactive 

power. 

- Rate of Change of Frequency (RoCoF): The resilience of the power system to 

contingency events and the stable operation under all operation scenarios are 

characterised by the Rate of Change of Frequency (RoCoF), the system inertia and 

the proportion of non-synchronous generation.  

2.1.1 The role of Synchronous Generators in power system stability 

Dynamic voltage stability depends on voltage sources that are equipped with extremely 

fast controllers or have a small impedance. For fast current changes, the relatively small 

sub transient reactance of SGs is the key component. The stiffness of a grid and 

therefore the small impedance could be defined by the short-circuit power of the system. 

With the increase of non-synchronous generation, this is no longer the case. While SGs 

are voltage sources with small internal reactances and therefore, support the grid 

inherently (grid forming), inverter-based generators act like constant current sources 

(grid following). Additionally, low level current controller of inverter-based generators 

limits the short-circuit current to a predefined value and voltage support is limited by the 

inverter sizing and is generally controlled separately in a high-level current controller.  

Synchronous machines are not only perfectly suited for maintaining voltage stability but 

also frequency stability. A basic principle of electrical power systems is that demand 

must always be met with generation. When a load is connected to the grid, this demand 

needs to be immediately delivered. Power plants need to increase their power output 

according to the increased demand. This process takes some time to take effect, 

depending on the type of power plant. Valves need to be opened or the amount of fuel 

needs to be increased. During this time, the electrical power provided by the generator 

is not equal to the mechanical power derived from the turbine. Fortuitously, there is 
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energy stored within the system - kinetic energy in all rotating generators and loads 

connected to the system. Without any counter action, taking this kinetic energy out of 

the system slows the rotational speed down and hence decreases the frequency. 

Likewise, if there is a surplus in power the generators will accelerate. The higher the 

inertia of the system, the higher is the capability to store and provide energy and 

therefore it is directly connected to the frequency gradient (RoCoF) following a change 

in the systems load/generation. This behaviour is defined by the swing equation of the 

machine, and it is not controllable. The governor of the generator will eventually measure 

the change in frequency and will increase the mechanical power output of the turbine. 

The smaller the RoCoF, the slower the prime mover must react to adjust the power 

output and keep the frequency within the acceptable band. 

2.1.2 Electro-Mechanical Model of the Synchronous Generator 

The equation of motion of a SG that relates the accelerating torque (Ta), mechanical 

torque (Tm) and the electrical torque (Te) is according to [26] as follows: 

 
𝑇 = 𝑇 − 𝑇 = 𝐽

𝑑𝜔

𝑑𝑡
 (2.1) 

where   𝐽  combined moment of inertia of generator and turbine in 𝑘𝑔 ∙ 𝑚ଶ 

  𝜔 angular velocity of the rotor in mechanical 𝑟𝑎𝑑/𝑠 

  𝑡 time in 𝑠 

Equation (2.1) can be transformed into per unit form giving  

 
𝑇ത − 𝑇ത = 𝑇

𝑑𝑛

𝑑𝑡
 (2.2) 

The acceleration time constant 𝑇 given in (2.3) is the time the machine takes to 

accelerate with rated torque (Tm,r) applied to rated rotational speed.  

 
𝑇 =

𝐽 ⋅ 𝜔

𝑇,
=

𝐽 ⋅ 𝜔
ଶ

𝑆
=

𝐽 ⋅ 𝜔
ଶ

𝑝ଶ ⋅ 𝑆
 (2.3) 

 
where    𝜔  rated angular velocity in mechanical 𝑟𝑎𝑑/𝑠 
  𝑝  number of pole pairs of the machine 
  𝑆  rated apparent power of the generator 

Naturally, larger the acceleration time constant, the slower the machine changes speed 

due to changes between mechanical and electrical torques.  It represents the ability of 

a rotating machine to store and release kinetic energy. In an interconnected system, this 

time constant is not only representative for how one generator behaves, but it can be 

used as a measure for the whole system.  
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The more commonly used inertia constant 𝐻 can be calculated using the acceleration 

time constant. Most importantly, the inertia constant represents the stored kinetic energy 

(Ekin) at rated speed normalised using the rating of the machine: 

 
𝐸 =

1

2
⋅ 𝐽 ⋅ 𝜔

ଶ  (2.4) 

 

 
𝐻 =

𝐸

𝑆
=

1

2
𝑇 =

1

2

𝐽𝜔
ଶ

𝑆
 (2.5) 

 
The moment of inertia J can be re-expressed employing the inertia constant H. In this 

thesis, the inertia constant H is based on the totally installed apparent power. Other 

publications base the inertia constant on the system load.  

 
 

𝐻 =
𝐸

𝑆
=

1

2
𝑇 =

1

2

𝐽𝜔
ଶ

𝑆
 (2.6) 

 
 

𝐽 =
2𝐻

𝜔
ଶ  𝑆 (2.7) 

 
Using this expression in the equation of motion in (2.1) yields  

 2𝐻

𝜔
ଶ  𝑆

𝑑𝜔

𝑑𝑡
= 𝑇 − 𝑇 (2.8) 

   
 

2𝐻
𝑑

𝑑𝑡
൬

𝜔

𝜔
൰ =

𝑇 − 𝑇

𝑆/𝜔
 

(2.9) 

 
Using 𝑇௦ = 𝑆/𝜔 as the base torque in per unit form, (2.9) can be written as: 

 
2𝐻

𝑑𝜔ഥ

𝑑𝑡
= 𝑇ത − 𝑇ത (2.10) 

 

Figure 2.2 shows the connection of a large load to a single generator. In the initial period 

following the connection of the load, energy is extracted from the stored kinetic energy 

(shown by ) until the governor increases the mechanical power (shown by ). The 

frequency then stabilises, and the error remains. The process of stabilising the 

frequency is referred to as primary frequency control. 
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For simplicity, consider an unloaded generator where the electrical torque immediately 

changes to a new level, the mechanical torque stays constant. 

 𝑇 = 0 (2.11) 

 
 

𝐽
𝑑𝜔

𝑑𝑡
= −𝑇 →

𝑑𝜔

𝑑𝑡
= −

𝑇

𝐽
 (2.12) 

 

The initial response is therefore solely dependent on the inertia of the generator or the 

interconnected system and the level of the load change. For interconnected systems, 

this means that only severe contingency events can cause a frequency gradient as 

illustrated in Figure 2.2. Accordingly, the RoCoF is the highest at the beginning of the 

contingency event and it gradually decreases when governor starts to react.  

 

Figure 2.2: Demonstrative frequency drop after a severe contingency event 

Although a run-of-river power plant has a high inertia due to large diameters and heavy 

components of the turbine, the slow rotational speed limits the stored energy drastically. 

Gas and steam turbines are not as heavily built as hydro turbines but operate at a much 

higher speed which generally leads to a much larger stored rotational energy. This can 
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be seen in Figure 2.3, which depicts a comparison between different types of 

conventional generation. The figure was derived from data in [27],  [28] and [29].  

 

Figure 2.3: Graphical representation of different types of power plants and the respective range of 
inertia constant H [27]-[29] 

Using (2.8), the stored kinetic energy, E, at a given time can be established. Following 

substitution of the mechanical speed with the electrical frequency in (2.8), it can be used 

to determine the absorbed or released energy between different frequencies as E:  

 
𝐸 = 𝐻 ⋅ 𝑆

𝜔
ଶ

𝜔
ଶ = 𝐻 ⋅ 𝑆 ቆ

𝑛(𝑡)

𝑛
ቇ

ଶ

 (2.13) 

   
 

Δ𝐸 = 𝐻 ⋅ 𝑆 ൭ቆ
𝑛(𝑡1)

𝑛
ቇ

ଶ

− ቆ
𝑛(𝑡2)

𝑛
ቇ

ଶ

൱ 
(2.14) 

   
 

Δ𝐸 = 𝐻 ⋅ 𝑆 ൭ቆ
𝑓(𝑡1)

𝑓
ቇ

ଶ

− ቆ
𝑓(𝑡2)

𝑓
ቇ

ଶ

൱ 
(2.15) 

 

For a given SG, (2.15) can be used to calculate the energy that is stored in the 

mechanical system of the generator. If a synchronous generator is replaced by a non-

SG, this energy is missing and is causing higher RoCoF. A BSS that emulates a SG 

would also provide this amount. 
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2.1.3 Transformation of Power Systems 

The replacement of SGs with non-synchronous generators leads to power systems 

where the strength of system is no longer sufficient. In some areas, the SCR is reduced 

to unacceptably low levels such that associated generators are not able to meet their 

performance standards. In other areas, the inertia of the system as a whole or that of a 

subsystem is no longer sufficient to withstand a major load event. This introduces the 

risk that generating systems may not remain connected to the power system in case of 

a major contingency in the power system.  

While in large interconnected systems like Europe, RoCoF is generally not considered 

as problematic. However, problems intensify in areas with high wind and solar 

penetration levels that is further exacerbated by weak connection to the surrounding 

power system. In countries such as Ireland or weakly connected grids like the SA 

sub-grid have already demonstrated the effect of high levels of renewable energy 

generation on the grid stability. Problems in systems with insufficient amount of inertia 

of the above type will be more relevant in the future.  

Following chapter will establish how inertia and other stabilising mechanisms can be 

provided by conventional means and subsequently by the introduction of storage 

systems with appropriate control schemes. 

2.1.4 Frequency Contingency and Restoration Process 

The power system frequency is subject to constant changes and fluctuations, based on 

the demand generation mismatch. The standard frequency for Central Europe (CE) is 

50 Hz ±50 mHz. Small deviations from the standard frequency are normal and can occur 

due to differences between the forecast and actual demand or, for example, fluctuations 

in renewable generation. In case of a sudden and unplanned change in 

demand/generation the frequency changes more rapidly. Figure 2.4 depicts the limits 

specified by the European Network of Transmission System Operators for Electricity 

(ENTSO-E) for CE.  
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Figure 2.4: Limits and countermeasures for the frequency following a system disturbance 
according to the ENTSO-E for CE [30] 

The frequency restoration process is implemented as follows: If the frequency stays 

within 49.8 Hz to 50.2 Hz, the FCR, also known as primary frequency control, stabilises 

the frequency and maintains it around the nominal frequency. Article 153 of [31] 

specifies a reference incident for Central Europe as 3000 MW in both positive and 

negative directions. With this reference incident level, the steady state frequency must 

be kept within the range of 49.8 Hz to 50.2 Hz. For a frequency deviation of ± 200 mHz 

the FCR is fully activated. It is also specified, that the full activation must be reached 

within 30 seconds and must be sustained for a minimum of 30 minutes. It is worthwhile 

noting that in Austria, Belgium, Netherlands, France, and Germany are starting to be 

organised as a market-based system with the goal to reduce costs associated with FCR.  

In the case of a larger disturbance, the frequency excursion can be outside the 

± 200 mHz range where additional measures are needed.  This begins with the 

activation of the Limited Frequency Sensitive Mode for Under and Over frequency 

(LFSM-U or LFSM-O respectively) as illustrated in Figure 2.5 (with regard to LFSM-U).  

50

50,2

49,8

49,6

49,4

49,2

49,0

51,0

50,8

50,6

50,4

Under Frequency Load Shedding

LFSM-U

LFSM-O

Disconnecting Generators
Activating Pumps

Activating Generators
Disconnecting Pumps

Inertia

Frequency Contingency Reserve

Frequency
Restoration
Process

F
re

qu
en

cy
 in

 H
z

Time after Disturbance

Frequency Contingency Reserve



 2 Literature Review  

19 
 

 

Figure 2.5: Required change in active power response capability in LFSM-U [32] 

 

This mode puts all generation units of type C and D (generators above 50 MW rated 

power in CE) into a special mode that forces a change in power output proportional to 

the frequency deviation and with a predefined droop [16]. Figure 2.6 illustrates the 

activation times where the delay time t1 and the activation time t2 are specifiable by the 

Transmission System Operator (TSO), but the regulation gives limits for the maximum 

times. It is also specified that the response associated with t1 must take place as fast as 

possible and not longer than 2 s. The time t2 until the unit reaches the required output 

must not be longer than 30 s.  

When the LFSM-U is activated, TSOs start to activate additional power plants that will 

be used for the frequency restoration process. Pumped-storage power plants switch 

from pumping mode into generation mode. Though these are additional measures, in 

case of a significant emergency, the frequency will deteriorate further. Once the 

frequency reaches 49 Hz, widespread automatic under frequency load shedding starts 

for predefined groups and intervals. Especially, thermal power plants and nuclear plants 

are very susceptible to low frequencies. To avoid damage to power plants, they can 

disconnect from the grid in a coordinated way when the frequency is at or below 47.5 Hz. 

The goal of stabilisation of the frequency is said to have failed at this point, and 

widespread blackout will be the result. If the frequency stabilises before reaching critical 
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values, the TSO activates additional power plants, and the frequency is brought back to 

the nominal frequency with the frequency restoration process. 

 

Figure 2.6: Activation times for generating units of type C and D for the LFSM active power change 
in both directions [32] 

During a large-scale disturbance, time aspect is critical and hence is the inertia of the 

system. With high levels of system inertia, the RoCoF is smaller, and the contingency 

process usually has adequate time to react and increase or decrease the power output. 

In the case of system split, where the grid splits into zones with profoundly different 

generation to load ratios, or when certain parts of an interconnected grid with low levels 

of system inertia are disconnected, e.g. SA, RoCoFs can be too large to react 

appropriately. Thus, new systems are needed to assist in these situations.  

For the Australian National Electricity Market (NEM), encompassing the southeast 

Australian grid, parameters from Table 2.1 apply for the mainland sates. The regulation 

in Australia separates between containment, stabilisation, and recovery and defines 

different frequency values for different conditions.  
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Table 2.1: NEM Mainland Frequency Operating Standards – interconnected system [33] 

Condition Containment Stabilisation Recovery 

no contingency event or 
load event  

49.75 to 50.25 Hz, 
49.85 to 50.15 Hz 
99% of the time 

49.85 to 50.15 Hz within 5 minutes 

generation event or load 
event  

49.5 to 50.5 Hz 49.85 to 50.15 Hz within 5 minutes 

network event 49 to 51 Hz 
49.5 to 50.5 Hz 
within 1 minute 

49.85 to 50.15 Hz 
within 5 minutes 

separation event  49 to 51 Hz 
49.5 to 50.5 Hz 
within 2 minutes 

49.85 to 50.15 Hz 
within 10 minutes 

multiple contingency event  47 to 52 Hz 
49.5 to 50.5 Hz 
within 2 minutes 

49.85 to 50.15 Hz 
within 10 minutes 

 

2.2 Fast Frequency Response 

The term Fast Frequency Response (FFR) is used in different ways to describe forms 

of fast reactions to the change in frequency after a large contingency. Many inverter-

connected technologies, such as wind, solar PV, BSS, and other types of storage have 

the capability to deliver FFR [34].  

2.2.1 North America 

The North American Electric Reliability Corporation (NERC) defines FFR as “power 

injected to (or absorbed from) the grid in response to changes in measured or observed 

frequency during the arresting phase of a frequency excursion event to improve the 

frequency nadir or initial rate-of-change of frequency” [21]. This broadly defines FFR in 

terms of the activation time but not the way the response is to take place. Interestingly, 

the NERC includes conventional frequency response mechanisms such as synchronous 

machine inertial response and turbine-governor response besides fast-responding 

inverter-based generation associated with wind turbines and utility scale BSS, in the 

classification for FFR since they also fall into the arresting phase. This report also points 

out, that “fast” depends on the grid configuration where the FFR has to be achieved and 

should not be generalised.  

2.2.2 Australia 

In 2017, the AEMO defined FFR as “the delivery of a rapid active power increase or 

decrease by generation or load in a timeframe of two seconds or less, to correct a 

supply-demand imbalance and assist in managing power system frequency” [35]. 

Therefore, the Australian definition also specifies FFR via a time-based component, 
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although this is specified more precisely here and is thus no longer applicable to different 

network topologies. Furthermore, the AEMO specifically excludes inertia as a FFR 

service with the reasoning that it would be detrimental to narrow FFR down to services 

that mimic the response of synchronous units. A reason for this argument could also be 

that the Australian National Electricity Rules (NER) introduced an inertia framework in 

2017 that manages the levels of inertia within inertia sub-networks [17]. The AEMO also 

envisions that FFR is split into different services that are defined over the response time 

and frequency limits, most notably Contingency FFR and Emergency Response FFR. 

In 2021, the Australian Energy Market Commission (AEMC) introduced a draft rule 

determination concerning FFR [36]. This draft introduces a market framework for new 

fast acting frequency ancillary services to reduce overall costs and deal with ever 

decreasing inertia and incentivise technology development. FFR is again defined as a 

frequency ancillary service that reacts under 2 seconds. 

2.2.3 Great Britain 

The British National Grid, ESO, redefined the whole frequency response market to be 

able to deal with decreasing inertia levels. It started as Enhanced Frequency Response 

in 2016 [37] and moved on to Firm Frequency Response by 2019 [38] leading to its 

current form [39]. As depicted in Figure 2.7, the frequency response is now divided in to 

four categories.  

 
Figure 2.7: Activation thresholds of the proposed new frequency response services in Great 

Britain [39] 

These new frequency response services are dynamic regulation, dynamic moderation, 

dynamic containment, and static containment. First stage of this approach will be the 

dynamic regulation, with a deadband of ±0.015 Hz and full activation taking place at ±0.1 

Hz. Providers must be able to respond within 2 s and be able to reach ±100% output 
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within 10 s. The providers of dynamic regulation must also be able to supply the needed 

output indefinitely. Dynamic moderation is an addition to support dynamic regulation 

when frequency deviations become excessive and also has a much faster activation 

time with a maximum delay time of 0.5s and a full output within 1 s. As detailed in the 

dynamic containment brochure by the National Grid ESO [40], dynamic containment 

replaces the FFR and is expected to be used infrequently for large frequency deviations, 

to keep the frequency within the limits of ± 0.5 Hz. The specification is illustrated as a 

symmetrical activation graph, starting at ±0.015 Hz with small delivery of up to 5% 

activation at ±0.2 Hz. After this point, the activation is directly proportional to the 

frequency deviation, reaching full delivery at ±0.5 Hz frequency deviation. The delivery 

time window is defined as follows: the delivery must be faster than 1 s but not faster than 

0.5 s. The British approach is therefore like the Australian approach, splitting fast 

frequency services into an assisting contingency response and an emergency response 

in cases where deviations become exceedingly large. Due to the definition of the 

runtimes of these services, BSS or wind turbines are not able to meet the requirements 

for dynamic regulation.  

2.2.4 Finland 

As stated above in 2.2.2 and 2.2.3 for Australia and Great Britain respectively, Australia 

and GB are developing concrete market frameworks for the implementation of FFR. 

Based on the findings for the inertia problem in the Nordic synchronous system [41], 

Finland (Fingrid) implemented the so-called Fast Frequency Reserve in a market-based 

procurement system. Technical specifications are provided, and the FFR is defined by 

an activation time, a support duration, and a recovery time [42].  

 

Figure 2.8: Fingrid 30 seconds support duration FFR [42]  
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Figure 2.9: Fingrid 5 seconds support duration FFR [42] 

Illustrated in Figure 2.8 and Figure 2.9, the guideline [42] distinguishes between 5 

second and 30 second minimum support durations which also influence the maximum 

speed of deactivation. Three activation time thresholds are provided that depend on the 

frequency deviation with the slowest being ≤ 1.3 s at ≤ 49.70 Hz and the fastest ≤ 0.7 s 

at ≤ 49.50 Hz. In comparison with the other described regulations, Fingrid is providing 

the most detailed specifications as to what is defined as FFR.  

2.2.5 Artificial Inertia (AI) 

As widely researched [19], [43]–[49], manufacturer provided converter based systems 

have some type of storage included, it is possible to extract the energy in case of a major 

frequency deviation. Research even suggests that it is possible to use HVDC lines, using 

the energy stored in the DC cables, to provide AI [50]. These systems, in case of a 

disturbance, would help reduce RoCoF and provide more time for other Frequency 

Control Ancillary Service (FCAS) systems to react to the disturbance. In 2017, ENTSO-

E published an extension document highlighting the possibility for TSOs to mandate AI 

from power park modules of types C and D [51]. In another example, HydroQuebec grid 

code goes a step further, mandating that wind farms of capacity greater than 10 MW to 

be equipped with a frequency control system and gives transmission providers the 

possibility to specify a minimum inertia constant for the connection of generating units. 



 2 Literature Review  

25 
 

2.2.6 Conclusion and Positioning within ENTSO-e Limits 

As discussed above in 2.2 Fast Frequency Response, several grid operators and 

institutions are moving forward with FFR in their grids. Most commonly, it is defined as 

a rapid response within a 2 second timeframe. 

In relation to this thesis, Fast Frequency Response is defined as follows: The 

rapid active power increase or decrease by a generator or a load in a frame of 2 s 

or less, to correct a supply-demand imbalance and assist in managing power 

system frequency within stipulated limits.  

This definition leaves room to also include AI. Importantly, FFR services are envisioned 

to work in conjunction with conventional frequency control but not replace it.   

Following the stabilisation of the system, the activated storage should gradually 

decrease the power output. This results in a slow decrease in frequency and gives FCAS 

sufficient time to react.  

The goal of the systems introduced in this thesis, is to soften major frequency events 

with BSS and provide conventional mechanisms more time to react. Like the Australian 

and the British proposal, as illustrated graphically in Figure 2.10, this thesis also uses 

Contingency Fast Frequency Response (CFFR) and Emergency Fast Frequency 

Response (EFFR) in association with the responses in different frequency ranges. CFFR 

acts at the beginning of a disturbance and would be set to activate once the frequency 

deviates away from the range of FCR (49.8 Hz – 50.2). In the LFSM-U range, CFFR is 

supposed to support the grid until generators had enough time to start and increase the 

power output. If the frequency drops further, EFFR can be activated to avoid under 

frequency load shedding.  
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Figure 2.10: Limits and countermeasures for the frequency following a system disturbance 
according to the ENTSO-E including proposed FFR measures 

It is acknowledged that grid-forming technologies are emerging which can help with 

RoCoF due to an integrated inertia emulating system. But these technologies are some 

distance away from being implemented on a large scale [52]. 

2.3 Activation Methods for Fast Frequency Response 

A question that needs to be answered is when artificial inertia or FFR are needed and 

how they are activated. The inertia of rotating machines activates as a physical reaction 

to the change in grid frequency. The change of power output from inertia is continuous 

and is active for all frequency changes. This activation is thus not reliant on the external 

measurement of the frequency and detection of frequency changes. The rotating 

machines participate in the FFR process as a natural reaction to the change in grid 

frequency. This behaviour needs to be emulated in other generating interfaces where 

the rotating mass is masked from the grid through power electronic interfaces.  It was 

already established that the frequency deviation and the rate of change of frequency are 

the defining parameters in the case of a frequency disturbance. These parameters can 

therefore be used to identify a frequency event. It is also possible, to use the operational 

states of the grid to define an upcoming frequency disturbance. For example, if a grid 

area is solely connected to the rest of the grid via one or two interconnectors, it is 

possible to estimate the size of the frequency disturbance if these interconnectors open. 
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The FFR needed can, therefore, be linked to the state of the breakers. As this is limited 

to a minimal number of cases, it is more important to develop a control scheme for 

general use which may be faster than conventional methods. 

2.3.1 Direct Event Detection 

As illustrated in Figure 2.11, the simplest method of activating an energy storage system 

in the context of FFR is to directly link it to a system operation state. For example, in a 

system with a limited number of interconnectors to a neighbouring grid, the storage 

system can be immediately activated when the interconnectors disconnect. The storage 

system would be connected to the state of breaker. When the breaker opens, the storage 

system can either release/absorb a predefined amount of real power or a variable 

amount depending on the last known loading status of the interconnector. Another 

example would be the unplanned disconnection of a large generator. Similar to the first 

previous example, the storage system would be activated with the opening of the circuit 

breaker. The main advantage of this activation method is that fast activation times are 

achievable. The activated storage should gradually decrease the power output. This 

results in a slow decrease in frequency and gives FCAS sufficient time to react.  

 

Figure 2.11: Direct Event Detection Method 

Caution is necessary when activating the storage system, as a sudden power output 

change could cause oscillations in the system. Additionally, this method demands a 

communication link between the system operator and the storage system operator which 

may not be easily available or reliable.  

2.3.2 Autonomous Activation – Event Based Activation 

The autonomous event-based activation methods, as depicted in Figure 2.12 and Figure 

2.13 react to a relevant frequency event based on measurements of the frequency. It is 

necessary to incorporate a waiting period to avoid an unnecessary and possibly 

damaging activation. Following the waiting period, the storage system can be activated 

based on severity of the frequency deviation. This activation is therefore inherently 
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slower than the direct activation, but the storage system is able to react to all relevant 

frequency deviations and not only to the limited number of predefined events linked to 

the storage system. The frequency can be measured either at a centralised point and 

transmitted to the FFR device, depicted in Figure 2.12, or by each FFR device, depicted 

in Figure 2.13. 

 

Figure 2.12: Autonomous and centralised frequency-measurement for FFR Devices 

 

 

Figure 2.13: Autonomous and decentralised frequency-measurement for FFR devices 

2.3.3 Autonomous Activation – Controller Based Reaction 

Instead of activating the storage system employing the logic based on suitable events 

and that would provide a step-up response, appropriate controllers such as proportional 

controllers can be used to exhibit an optimal reaction to the disturbance. This can also 

introduce additional damping and an automatic adaption to changing circumstances. 

2.4 Frequency measurement and Phase Locked Loop (PLL) 

PLLs are used in converter-based generation to measure the frequency and to 

synchronise the voltage to the grid. This results in a great dependency on the 



 2 Literature Review  

29 
 

characteristics of the whole system. A robust frequency measurement is especially 

necessary under abnormal grid conditions such as during faults where rapid changes of 

the frequency can lead to PLLs making incorrect measurements and regarding this 

aspect several publications indicate advances [53]–[57]. Besides a PLL, measurement 

of the frequency can be undertaken in a multitude of ways [58]. Most notably, the 

accuracy and speed of Phasor Measurement Units (PMUs) for Wide Area 

Measurements (WAMs) are widely known, where they can provide up to 100-240 

samples per second. First described in 2005 [59], PMUs are now defined in an IEC/IEEE  

60255-118-1 Standard that evolved over recent years and now provides specifications 

regarding the measurement of frequency and RoCoF, under steady-state and dynamic 

conditions [60].  

RoCoF has been used to detect islanding associated with loss of mains relays that trip 

generating units to protect them. These RoCoF detection schemes are now being used 

in detecting major frequency events for the activation of FFR. Use and calculation of the 

RoCoF has several caveats. Depending on the measurement method used noisy 

measurements can lead to incorrect assessments. IEC/IEEE  60255-118-1 Standard 

requires P-class PMUs to have an accuracy of 0.4 Hz/s, which was changed from 0.01 

Hz/s in the first iteration of the standard [61]. RoCoF calculation needs several cycles to 

calculate the values, as there is a trade-off between fast and precise readings. To obtain 

robust readings, up to 500 ms filtering windows are being used. The ENTSO-E states 

that as a minimum requirement for using RoCoF as protection criteria for generators and 

loads, the measurement window must not be longer than 180-240 ms or otherwise the 

performance of the needed application is negatively impacted [62]. [61] found several 

problems after testing the proposed RoCoF calculation methods defined in the Standard. 

One major issue with RoCoF calculation is caused by phase steps that is strongly 

affected by the window size where longer window frames can avoid miscalculation to a 

greater extend. These issues have different impacts depending on the size of the FFR 

topology as summarised by [22] and described in Table 2.2. For example, using smaller 

units can mitigate the effect of false triggering of one unit but makes detection more 

expensive since every unit needs to be equipped with proper frequency measuring 

technology. 
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Table 2.2: Advantages and disadvantages of different topologies and detection mechanisms [22] 

Number and 
Capacity  

Local RoCoF measurement Direct event detection 

Few, large 
resources 

Advantage: Cheaper topology Advantage: Low risk of false 
triggering 

Disadvantages: High risk of false 
triggering 

Disadvantages: Only applies for 
specific events; Moderate cost 
for communications 

Many, small 

resources 

Advantage: Reduces 
consequences of false triggering 

Advantage: Low risk of false 
triggering 

Disadvantages: Expensive 
detection 

Disadvantages: Expensive 
communication 

 

2.5 Devices capable of providing FFR and Artificial Inertia 

Many technologies can deliver a fast change in power output which are discussed in the 

following sub sections.  

2.5.1 Battery Storage systems 

There is a wide variety of energy storage systems and a wide area of potential 

applications [63], [64]. 

Out of the several available flexibility measures [2][3], energy storage technologies are 

particularly promising response options because of their unique ability to decouple 

power generation and load over time [4]. In addition to shaving and load levelling 

[5][65][66], BSS can be used for transient and steady state voltage control [67], [6] and 

frequency control for example in the European grid [68] and many more.  

A comprehensive overview of storage technologies can be found in [69], [70] and as 

depicted in Figure 2.14, energy storage systems cover a wide range of capacities and 

power rates [71]. It also shows that Li-Ion battery is the technology that best covers the 

necessary area for a FFR application. 
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Figure 2.14: Overview of different storage types for discharge time vs power rate [71] 

Battery research is gaining increased popularity because of the public interest in 

electrical vehicles. Even tough research focuses on increasing power density, weight 

and costs [72], the advances can be used for large scale battery systems where size 

does not matter. Li-Ion batteries have many features such as high specific energy, zero 

maintenance, low toxicity, and fast charging abilities.  

Given the limited battery storage sizes in the past, mainly the application in distribution 

grids as well as in micro grids are well researched [73], [74]. However, large-scale 

battery storage systems already exist, for example, South Australia [75][7], California 

[76] and in Quinghai [77].  As illustrated in Figure 2.15, 3.3 GW of newly installed battery 

storage systems have been recorded globally in 2018 and 3.1 GW in 2019 [78].  
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Figure 2.15: Yearly globally newly installed BSS in GW [78]  

Table 2.3 shows an overview of large-scale battery systems that already exist and the 

service that they provide.  

Table 2.3: Overview of utility scale battery systems and the provided services 

Size Location Service Provided 

100 MW / 129 MWh 
+ 50 MW / 64.5 MWh [75] 

South Australia 
Frequency regulation  
capacity firming 

100 MW / 400 MWh [76] California RES shifting  

90 MW / 120 MWh [79] Germany Frequency regulation  

50 MW / 100 MWh [77] China RES shifting 

35 MW / 232 MWh [80] Italy 
Grid Investment deferral  
Reduced RE curtailment  

250 MW / 250 MWh (planning 
stage) [81] 

Germany Grid booster  

 

Li-Ion technology is becoming increasingly widespread [82], [83] and has become the 

most widely used storage technology. With the rise of electric cars, which mainly rely on 

nickel-manganese-cobalt battery technology, this technology is increasingly used in 

large battery storage systems for energy grids. The increased research efforts in this 

area with regard to higher storage densities, lower weight and lower costs will also lead 

to improvements in the utility sector in the future. In addition to the technical advances, 

new developments have also had an impact on the costs of battery storage, which have 

fallen rapidly in recent years [84]. As can be seen in Figure 2.16, a further drop in prices 

is expected in the future, ranging from 20% to 67% by 2030, depending on the scenario 

considered. 
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Figure 2.16: Price development of 4-hour Li-Ion BSS in comparison to the prices in 2018 

Expected costs can be calculated with [85] using data from 2020. Table 2.4 summarises 

the cost for lithium-ion iron phosphate batteries for different operating times under full 

load. The time data correspond to 2/4/6 hours of operation at nominal power.  

Table 2.4: Installation costs for a 100 MW Li-Ion iron phosphate battery storage system with cost 
items and for different storage sizes [85] 

 100 MW storage 

Parameter Unit 2 h 4 h 6 h 

Storage Block €/kWh 137.76 135.30 134.48 

Storage Balance of System €/kWh 33.62 31.16 30.34 

Power Equipment €/kW 51.66 51.66 51.66 

Controls and Communication €/kW 1.64 1.64 1.64 
System Integration (Storage with 
Inverter) 

€/kWh 39.36 36.08 34.44 

Engineering, Procurement and 
Construction 

€/kWh 47.56 43.46 41.82 

Project Development €/kWh 57.40 51.66 50.02 

Grid Integration €/kW 16.40 16.40 16.40 

Total BSS installation cost 
€/kW 700.28 1263.62 1820.40 

€/kWh 350.14 315.70 303.40 
 

A BSS with 100 MW and 200 MWh of storage would therefore cost € 70 million and as 

stated above, a price decline is to be expected in the next few years, which could reduce 

the installation costs to € 50 million by 2030.    

2.5.2 Wind turbines 

Emulated inertia response and FFR from wind turbines is achieved by actively operating 

the generator. Kinetic energy stored in the turbine and the generator is used to react to 

frequency changes, and in case of an under-frequency event, slowing the wind turbine 
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down. Subsequently, the wind turbine needs time to recover this spent energy. This 

recovery is dependent on the wind speed. Unfortunately, several stochastic variables 

influence the outcome of such a system [1] . Appropriate control strategies have been 

developed and they can have a positive effect on grid frequency but the energy that is 

available is limited and thus their usefulness [19], [86]–[91].  

2.5.3 Solar PV  

Artificial inertia and FFR by Solar PV can be provided in two ways. The first is to change 

active power set-points proportional to the frequency gradient during a frequency event. 

Lowering the power output can be done easily but to increase the output, it is necessary 

to curtail the maximum power during normal operation so that in case of a drop in 

frequency there is still headroom. The second possibility is to use larger sized capacitors 

in the DC link as additional energy storage [92] . 

2.6 Conclusion 

This chapter covered frequency stability and how FFR can be introduced beside 

conventional frequency stability mechanisms such as FCR. FFR is becoming accepted 

within grid codes of several countries but the definition of what FFR is supposed to be 

doing varies between the countries. As described in Chapter 1 under motivation for the 

research presented in this thesis, past studies concerning FFR do not compare different 

types of controllers. This, and the difference between grid codes and the approaches 

manufacturer take (for example summarised in [21]) indicate that there is a clear lack of 

understanding on the characteristics of the different approaches.  

Following the comparison of different grid codes and FFR applications, it was decided 

to clearly define FFR in the context of this thesis as the control of rapid active power by 

a generator or load in a time frame of two seconds or less, to correct a supply-demand 

imbalance and assist in managing power system frequency. The difference between 

activation methods and technologies that can provide FFR were highlighted. Between 

wind power plants, solar PV and BSS, the latter has the advantage of proving the widest 

range of freedom because of the large and independent energy storage. Wind turbines 

rely on the energy stored in the mechanical system and incorporating larger DC 

capacitors in solar PV needs to be accompanied by a larger converter or to curtail the 

power output during normal operation to be able to increase the power output for FFR.   
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Chapter 3  

Fast Frequency Response Using Battery 

Systems 

This chapter investigates BSS in relation to FFR as they offer the widest range of 

freedom. BSS are used because the stored energy is relatively much larger than what 

can be extracted from wind turbine systems or from enhanced solar PV systems. The 

insights developed based on the literature review of Chapter 2 are used in this chapter 

to develop and compare different types of FFR controllers for a Li-Ion BSS.  

With regard to traditional FFR and the utility practice, the widely employed FFR controller 

has an output which is proportional to the frequency deviation and has a deadband to 

avoid activations for small frequency deviations. The activation range and the width of 

the deadband can vary depending on the use-case, regulation or manufacturer. This is 

exemplified in Figure 3.1. 

 

Figure 3.1: Example of a frequency deviation proportional controller with a deadband 

This activation method is used by industry applications that already exist and by the 

British regulation regarding FFR.  

Another activation method is an event-based approach that triggers a certain amount of 

reserve after a frequency threshold is reached. The Finish regulator approached FFR 

with this type of event-based activation. Following a certain support duration, the FFR 

device is allowed to shut off, either in ramp form as illustrated in Fig. 22, or 

instantaneously.  
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Figure 3.2: Example of event-based activation of FFR devices 

 

3.1 Battery and Controller Modelling 

3.1.1 Battery Model 

A multitude of battery models exist which differ depending on the application and the 

associated details required [93]–[96].  

It is concluded in [96] that connected with the manner in which the power is controlled 

the ac behaviour of the battery storage system on the grid side is independent of the 

State of Charge (SOC) and the temperature of the battery cells as long as the dc voltage 

does not fall below the low voltage limit. Hence, the aging and temperature effects are 

not considered in the simulation model used.  

As depicted in Figure 3.3, DIgSILENT PowerFactory provides a basic model for a BSS.  

 

Figure 3.3: Schematic of the control frame of the Battery Storage System 
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Employing the associated terminology “frame” and “slots”, several slots simulate the 

behaviour of the BSS. In these slots, the actual models, similar to the model for the 

battery behaviour or the frequency controller, are inserted. The frequency control slot 

occupies the developed frequency controllers and has an output signal pref as the active 

power set-point.  The PQ controller uses this set-point and calculates the current id. The 

PQ controller also calculates the reference signal iq for voltage/reactive power control. 

The block “Battery” consists of the simplified electrical model that provides the state of 

charge (SOC) of the battery as an output. A generic PQ controller was used to calculate 

the currents in the dq-axis The controller is shown as block diagram in Fig. 24. The 

parameters given in Table 6 were used in the PQ controller. 

 

Figure 3.4: Block diagram of the PQ controller  

For the simulation, following parameters were used: 

Table 3.1: Parameters of the PQ controller 

Parameter Description Value  

Tfp Filter time constant, active path 0.05 s 

Tfq Filter time constant, reactive path 0.01 s 

Kp Proportional gain, active path 1 

Kq Proportional gain, reactive path 2  

db 
Deadband to avoid activation for small voltage 

deviations 
0.1 pu 

1/Tq Integrator gain 1 
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The charge control block calculates the final outputs. For this, several boundaries need 

to be considered. The state of charge needs to be considered in the simulation because 

the BSS can only consume active power if the battery is not fully loaded and provide 

active power if the battery is not empty. The reactive power output of the BSS is not 

limited by the battery capacity, but the apparent power S of the converter is constrained 

and therefore the reactive power is: 

 
𝑄 = ඥ𝑆ଶ − 𝑃ଶ (3.1) 

The combined active and reactive power cannot be bigger than the apparent rated 

power. The charge control model includes the charging of the BSS in case it completely 

discharges during operation. However, in the work presented in this thesis, this feature 

was removed as it is not relevant for initial observations of the frequency.  

3.1.2 Battery Controller Models 

In the initial investigations, two controllers were utilised: a standard droop activated 

controller (C1) and AI controllers (C2.1 and C2.2). Based on the insights gained by the 

application of the controllers C1 and C2, two novel controllers C3 and C4 were also 

subsequently designed. The newly developed controller (C3) is based on an event-

based concept which injects/absorbs a defined level of active power following the 

detection of a major frequency deviation, and the second controller (C4) uses a rolling 

average set-point to reduce the output power of the storage system gradually over a 

given period. Both these controllers employ a mechanism that prevents the battery 

storage system from counteracting the frequency restoration. 

The general approach to test controllers is by applying a step function and analyse the 

reaction of the controller. With regard to actual electricity grids, in practice, frequency 

deviations do not occur in the above manner, and hence a ramp function with varying 

gradients and maximum deviations were used instead.  

3.1.2.1 C1 - Proportional Controller 

The block diagram of the proportional controller tested is shown in Fig. 25 of which the 

parameters are given in Table 7. Naturally, a storage system that utilises this type of 

controller has a permanent output depending on the deviation of the actual frequency 

from the nominal grid frequency and as long this deviation is larger than the included 

deadband. This leads to the storage system completely depleting or charging fully after 

a certain time. The time this process takes is dependent on the frequency deviation (and 

thus the power output), the capacity of the storage system and the state of charge before 
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the event. When the battery is full or empty, the storage system shuts down and causes 

another rapid change in frequency.  

 

Figure 3.5: Block diagram of the proportional controller C1 

Table 3.2: Parameters of the proportional controller C1 

Parameter Description Value  

Tf Filter time constant  0 

1/K Proportional gain 25 

db 
Deadband to avoid activation for small 

deviations in pu 
0.001 

 
With this gain, the maximum power output is reached for a frequency deviation of 

0.04 pu. The frequency drop to 0.92 pu in Figure 3.6 has a maximum frequency 

deviation of 0.08 pu, thus the output of 1 pu is reached sooner.   
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Figure 3.6: Output of the proportional controller C1 for a frequency drop with a ramp of 0.06 pu/s 

 

Figure 3.7: Output of the proportional controller C1 for a frequency drop with a ramp of 0.92 pu/s 
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Figure 3.8: Shutting down of the proportional controller C1 output from a change to 0.92 pu back 
to 1 pu  

The controller C1 was tested with real frequency measurements to analyse the feasibility 

for power plants participating in FCR. Data from a PMU located at the Graz University 

of Technology Austria was gathered and is used to illustrate the variations in the 

Frequency for the CE system. In Figure 3.9, the deviations from the nominal frequency 

of 50 Hz are illustrated for the whole month of January 2019. 

 

Figure 3.9: Measured frequency deviations for January 2019 

This data was used to determine the required active power output of a virtual BSS plant 

in the frequency containment process and equipped with an FCR controller based on 

the design parameters outlined in [9]. Specifically, it is stated, that a power plant, or 

group of power plants which participate in FCR, active power output by means of a 

proportional governor should lead to a maximum power output for 200 mHz frequency 
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deviation within 30 seconds. The gain must therefore be 1/K = 5. Since a BSS can 

change the power output extremely fast, the above stated timeframe for activation can 

be neglected. The active power output was calculated in pu (on the basis of Pr,BSS) for 

discrete time steps (t = 200 ms) of the measured signal using the controller C1 as 

depicted in Figure 3.5. With the step width, the total energy usage can be calculated. 

Since Austria, Belgium, Netherlands, France and Germany are organised as a market-

based system regarding FCR, the four-hour time blocks in which the FCR is divided 

throughout a day were considered. Units that have been allocated a period must be 

capable of meeting the FCR requirement for that entire period. Figure 3.10 shows the 

results established based on the aforementioned approach. The calculated energy 

commences from zero at the start of every time block. 

 

 

Figure 3.10: Energy usage during each 4-hour FCR window 

The needed energy varies strongly in both directions. The maximum energy was 

required on January 10th during the 12:00 to 15:59 with 0.8547 pu∙h. Considering these 

results, several observations can be drawn. Firstly, in order to be prepared for all 

eventualities, the BSS needs to be charged to 50% before the timeslot starts. Taking the 

maximum energy values for this month into account leads to a storage capacity of 1.71 

pu∙h. For example, a BSS with 100 MW rated active power needs a storage capacity of 

171 MWh. Secondly, the BSS needs time to recharge, which makes continuous 

operation difficult to achieve. From a power output perspective, using BSS for FCR is 

entirely possible, but the high and unpredictable energy requirements make it nearly 

impossible to replace conventional power plants on their own for a continuous period, 

despite having the advantage of very fast activation times for a BSS. The most feasible 

solution to use BSS for FCR is in conjunction with a slow acting power plant, where the 
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BSS activates quickly to comply with activation times, which is slowly replaced with the 

FCR function of the power plant. 

3.1.2.2 C2.1 - Artificial Inertia Controller 

The Artificial Inertia Controller emulates the electro-mechanical behaviour of a 

conventional synchronous generator connected to the grid. This controller provides 

power to the grid during frequency changes and therefore reduces the RoCoF. The 

artificial inertia controller has no impact on the steady-state frequency deviation.   

 
Δ𝑝 = −𝑇 ∙ 𝜔 ∙

𝑑𝜔

𝑑𝑡
 (3.2) 

The parametrisation of the controller can be achieved by setting limits which the 

controller should achieve by providing maximum power output Δ𝑝. The only variable 

parameter in (3.2) is the acceleration time constant Tj. As an example, the controller 

should be fully activated when the frequency deteriorates with a RoCoF of above -3 Hz/s 

which equates to -0.06 pu/s. Assuming a steady state frequency of 1 pu. the gain TJ can 

be calculated: 

 
𝑇 = −

Δ𝑝

𝜔 ∙
𝑑𝜔
𝑑𝑡

 (3.3) 

 
𝑇 = −

1 pu

1 𝑝𝑢 ∙
−0.06 𝑝𝑢

1 𝑠

 
(3.4) 

 𝑇 = 16.667 𝑠 
(3.5) 

Figure 3.11 shows the block diagram of the artificial inertia controller.  

 

Figure 3.11: Block diagram of the Artificial Inertia Controller C2.1 

Table 3.3 lists the parameter values that were used in the controller tests. 
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Table 3.3: Parameters of the Artificial Inertia Controller C2.1 

Parameter Description Value  

Tf Filter time constant in s 0 

Kd Differentiator gain -1 

db 
Deadband to avoid activation for small RoCoF 

in pu 
0.001 

TJ 
Proportional gain; equivalent to acceleration 

time constant in s 
17 

  

In Figure 3.12 and Figure 3.13, the filter was made inactive to illustrate the basic control 

principle. shows the response of the controller to a ramp with a gradient of 0.06 pu/s. 

Ramp 1 illustrates a drop to 0.99 pu, and Ramp 2 a drop to 0.92 pu. The first observation 

is, that the output is only active if the input is changing. The second important 

observation is that the output decreases with decreasing frequency. The gain could be 

adjusted so that a decreasing frequency would not lead to this behaviour.  

 

 

Figure 3.12: Output of Controller C2.1 for a frequency drop with a ramp of 0.06 pu/s 
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Figure 3.13: Gradient variation test for the Artificial Inertia Controller C2.1 and a drop to 0.92 pu 

Figure 3.14 shows the effect of the filter time constant on the output. For illustration 

purposes, a frequency drop with a ramp of 0.06 pu/s to a new frequency of 0.92 pu was 

simulated. The filter time constant was set to 0 s, 0.1 s, 0.5 s, and 1 s respectively. The 

output decreases with increased filter time and the controller leads to increasing levels 

of BSS remaining energy output at the end of the frequency drop process. Larger the 

filter time constant, the longer it takes for the controller to settle down.  
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Figure 3.14: Output of Controller C2.1 for with ramp 0.06 pu/s and for different filter time constants 
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3.1.2.3 C2.2 – Altered Artificial Inertia Controller  

Based on (3.2), it is evident that as the frequency reduces, the active power output 

decreases, and vice-versa with increasing frequency, provided the ROCOF stays 

constant. This behaviour is natural in synchronous generators but can be avoided by not 

using the system frequency  as a multiplier as described in (3.6). 

 
Δ𝑝 = −𝑇 ∙

𝑑𝜔

𝑑𝑡 
 (3.6) 

Figure 3.15 illustrates how this altered AI controller is realised.  

 

Figure 3.15: Altered artificial inertia controller  

As can be seen in Figure 3.16, the power output does not degrade with the decreasing 

frequency which is a more suitable behaviour. The advantage of omitting the frequency 

as a multiplier is most relevant in situations where the frequency decreases. A 

decreasing power output during a falling frequency is the opposite of what is necessary 

in this situation, where an increase in power output is necessary to keep the frequency 

stable.     

 

Figure 3.16: Output of Controller C2.2 for a frequency drop with a ramp of 0.06 pu/s 
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3.1.2.4 C3 - Event Detection Controller 

This controller is based on the event detection principle. An event can be detected by 

the frequency deviation or by RoCoF and as explained above, false triggering can be a 

problem. Following objectives were taken into account when designing the controller: 

 Robust event detection  

 Inclusion of parameterisation options to comply with different jurisdictional 

regulations 

 Automatic adjustment of the output based on the severity of the event 

 Frequency restoration should not be detected as an event 

Figure 3.17 shows the block diagram of the event detection controller developed. The 

controller can be divided in three main parts that are indicated with different colours. The 

first is the red block that is used to detect an event employing RoCoF as the measure. 

The blue block is the verification of the frequency deviation and gain calculation, and the 

green block ensures that an activation only happens in the correct direction. 

Starting with the red block, the recognition is first made by determining the rate of change 

of the frequency. If this change is above a threshold setting, a logic signal ‘true’ is 

triggered. This is realised with a deadband that is the input to the signal generator which 

converts the analogue input into a binary signal with 0 for an input value of zero and 1 

for all non-zero values. A minimum activation time is included to be able to comply with 

regulations such as the Finish grid code that includes activation times from 5 to 30 

seconds. Otherwise, the logic signal stays ‘true’ until the frequency is settled.  

In the blue block, the logic signal of the red block activates two processes. An integrator 

is enabled which integrates the frequency deviation from the time of triggering. To make 

sure that the calculation starts from zero, this integrator is reset whenever the output is 

deactivated. The input signal (the frequency deviation) must be multiplied by -1 to gain 

a positive power output signal for negative frequency deviations. Using an integrator 

here compensates for possible oscillations in the frequency. Especially following a fault, 

the frequency can experience severe oscillations. Furthermore, the logic signal ‘true’ 

releases a holding element with a delay. This hold element stores the output of the 

integrator at the time of triggering together with the delay. Thus, a certain time is spent 

in capturing the event and avoids a false activation. If there is no frequency deviation 

during this time, the battery storage is not activated as the output of the integrator is 

zero. Such false activations can take place if only the RoCoF is considered as input 
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variable. As explained above, phase jumps which can occur due to brief voltage dips in 

the grid can be interpreted as high RoCoF and can lead to false triggering.  

Once the logic signal returns to zero, the gradient is limited to avoid an additional 

frequency dip. This is realised in the green block. To achieve this, the output needs to 

be separated into a negative path for a frequency deviation greater than the nominal 

frequency and a positive path for a frequency deviation smaller than nominal frequency. 

This is necessary as the output rises with a positive slope and falls back to zero with a 

negative gradient. The opposite occurs for a negative output. A single gradient limiter 

that limits the negative gradient for the reduction of a positive output signal would, in 

turn, reduce the initial gradient of the negative output in case of a positive frequency 

deviation. The split ensures a reduction of only the deactivation gradients without limiting 

the initial activation gradient.  

Table 3.4: Parameters of the event detection controller C3 

Parameter Description Value  

Tf Filter time constant in s 0  

Kd Differentiator gain -1 

db Dead to avoid activation for small RoCoF in pu 0.012 

Ti Integrator gain 0.004  

TDelay Sampling time in s 0.5  

Thold Minimum active time in s 2 

k1 Negative gradient limiter; positive path in pu/s -0.1 

k2 Positive gradient limiter; negative path pu/s 0.1 
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Figure 3.17: Block diagram of the event detection controller C3 
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In summary, the controller activates a constant output that is proportional to the 

integrated frequency deviation over a predefined sampling time Tdelay and holds it for the 

time Thold. This can be seen in Figure 3.18 at the power output for Ramp 2. The controller 

holds the output at 1 pu longer than the duration of the ramp. After this, the controller 

output gradually decreases over time. The length of Thold is defined by a minimum 

activation period but can be extended if the frequency is still changing following this 

period. The response to Ramp 1 yields a power output as long as there is a change in 

frequency detected and then starts to slope down. The duration of Ramp 1 is here longer 

the defined holding time. The behaviour of this controller is predictable and easily 

customised for different grids and operational states. False activation is avoided by 

giving combined attention to both RoCoF and the frequency deviation. The holding time 

can be adjusted to suit the time that participating generators require to start and/or ramp 

up the power output to the grid. At the end of the active period, the output of the controller 

is reduced with a limited gradient to avoid additional frequency disturbances that occur 

when shutting off the BSS instantaneously.  

 

Figure 3.18: Gradient variation test for the event detection controller C3 and a drop to 0.92 pu 

The results depicted in Figure 3.19 show that both gradients result in the same output 

of the controller. The reason is that the change of frequency is the same during the 

assessment of the event.  
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Figure 3.19: Drop variation with a gradient of 0.06 pu/s for the event detection controller C3 

3.1.2.5 C4 – Rolling Average Set Point Controller 

The Rolling Average (RAVG) Set-Point Controller is an evolution of the proportional 

controller. As described in Section 3.1.2.1, the proportional controller remains active as 

long as there is a frequency deviation from the nominal frequency. If the frequency 

restoration process takes too long, the BSS discharges fully or charges completely and 

such sudden shut off of the power output  can cause additional frequency disturbances. 

A system needs to be in place to reduce the power output of the storage system 

automatically and gradually to avoid a sudden shutdown. Additionally, higher power 

output is more critical at the beginning of the disturbance. These aspects were solved 

by introducing a rolling average mechanism that averages the input following a defined 

holding period which is subsequently used as the set-point for the controller.  
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Figure 3.20: Block diagram of the Rolling Average Set-Point Controller C4 

Table 3.5 gives the values the parameters of the controller C4 used in the simulations. 

Table 3.5: Parameters of the event detection controller C4 

Parameter Description Value  

T1 
Waiting period before sampling window is 

activated in s 
0 

T2 Sampling window length in s 10 

db1 
Deadband to avoid activation for small 

frequency deviations in pu 
0.0001 

db2 Deadband to set activation thresholds in pu 0.002 

K Proportional gain 50 

 

Figure 3.21 shows the controller output when different slopes for frequency variations 

are applied. The maximum power output is reached when the frequency reaches a 

frequency deviation of 0.02 Hz.  
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Figure 3.21: Gradient variation test for the RAVG controller C4 and a drop to 0.92 pu 

During the frequency restoration process, the set-point would remain at the new steady-

state frequency, and the controller would, therefore, counteract the restoration process. 

This problem was solved by implementing a system that limits the controller to a positive 

output for under-frequency and a negative output for frequency above the nominal 

frequency. This behaviour is illustrated in Figure 3.22. In the controller, this is solved by 

adjusting the limits of the output. When the frequency is below the nominal frequency, 

the controller can only have a positive output and when the frequency is above the 

nominal frequency, the limits are changed so that the controller can only have a negative 

output. Due to the variable set-point, an additional deadband was introduced. With the 

second deadband, an area can be defined where there is no output at all. For the usage 

as CFFR, this applies to frequencies in the normal operation bandwidth of ± 200 mHz 

(see Figure 2.10).  
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Figure 3.22: Locking of the output during the restoration process  

 

Figure 3.23: Frequency drop variation with a gradient of 0.06 pu/s for the RAVG Controller C4 
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3.2 Conclusion 

In this chapter, four controllers that can be employed for fast frequency response were 

introduced together with detailed simulation outcomes. For each controller, the 

behaviour was shown with a gradient variation and a drop variation test. It was shown 

that a standard proportional controller has several downsides. Even though some 

manufacturers propose BSS with a proportional controller to participate in FCR, the 

application is limited by the capacity of the storage system. FCR market regulation 

demands that a participating generation unit must be able to participate in FCR during 

the whole time slot. There are exemptions for this rule in Austria but only if the BSS is 

operated in cooperation with a power plant that covers the long-term output. This 

highlights the fact that BSS are not suitable for FCR operation but should rather be used 

as FFR devices. Using a proportional controller for FFR has the disadvantage that it 

does not include a shut off. The BSS would have a power output if there is a frequency 

deviation outside the deadband. This would lead to the battery shutting off suddenly, 

when the BSS is either full or empty – depending on the direction of power.  

An artificial inertia controller (C2) was also included in this chapter as the definition of 

FFR in this thesis includes forms of artificial inertia. A modification was introduced to 

decouple the output of the controller from the frequency so that the output is solely 

dependent on the RoCoF. The advantage of this controller is that it limits the RoCoF. 

The downside is that it has no effect on the arresting stationary frequency.  

The event detection controller C3 was developed from ground up. The goal was to 

automatically detect relevant frequency events and activate according to the severity of 

the disturbance. It can be argued that a full activation might be more appropriate if there 

is a significant event detected. This argument holds some significance as long as there 

is only a small number of FFR devices installed. With a higher degree of implementation, 

fully activating all FFR devices would lead to an overcompensation, unwanted 

oscillations and not the ideal outcome. Therefore, developing and testing a controller 

that can react accordingly was conducted. The controller also includes a sloping shut-

off period to not negatively affect the frequency restoration process.  

A simple improvement to the proportional controller was made in the proposed controller 

C4 (Rolling Average (RAVG) Set Point Controller). With an included rolling average set-

point change, the BSS automatically reduces the power output after a predefined period. 

Resulting from the of set-point changes, the frequency recovery would lead to deviation 

between set-point and the actual frequency. To avoid activation during the restoration 

process, a mechanism was introduced to only provide a positive power output while the 



 3 Fast Frequency Response Using Battery Systems 

57 
 

frequency is below nominal frequency and vice-versa for frequency above the nominal 

frequency.  

 



 4 Network Simulation Model, Scenarios and Frequency Response  

58 
 

Chapter 4  

Network Simulation Model, Scenarios and 

Frequency Response observed using 

different Controllers 

The first objective of the chapter is to model a grid featuring high levels of renewable 

energy generation and featuring a weak connection to the main grid, so that a 

disconnection from the main grid is a possible scenario that can be investigated. A grid 

like this would exhibit high RoCoF and is in danger of a widespread blackout following 

the disconnection from the main grid during times of peak import or export. The 

established grid is then used to test the established controllers from Chapter 3 and 

analyse the effectiveness of FFR using a battery system. 

4.1 Description of the simulation model 

A weak grid characterised by relatively reduced inertia was developed using the 

modified IEEE 9-bus test system [97] as shown in Figure 4.1 which portrays the 

characteristics of the South Australian network in 2020. This simulated grid features 

aggregated generating resources: gas fired synchronous generators (G1, G2 and G3), 

wind farm (WT1) and solar farm (S1). The gas fired generators are divided as follows: 

aggregated G1 and G2 represent generators that run efficiently at near maximum 

capacity and do not participate in primary frequency control. Aggregated gas fired 

generator G1 serves as the slack generator. Aggregated gas fired generator G3 

represents the generators in the network that do participate in primary frequency control. 

The wind farms are assumed to consist of permanent magnet synchronous generator 

type wind turbines. Additionally, it is assumed that 10% of all gas fired generators 

participate in FCR. The loads (Ld1- Ld3) are implemented as static (constant 

impedance) loads. Different scenarios were simulated including a scenario representing 

a connection to the main grid represented by G4, and several cases featuring different 

levels of renewable energy penetration. A BSS is introduced after the initial modelling of 

the scenarios to study the effect of FRR in the described network.  
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Figure 4.1 : Simulated grid featured by reduced inertia 

 

4.2 Generation Scenarios of the Network 

Figure 4.2 and Table 4.1 depict the four different scenarios that were considered. The 

scenarios differ in terms of amount of renewable energy generation.  

Scenario 1 (S1) corresponds to the base case where the network represented by Figure 

4.1 together with the interconnector intact and corresponds to normal operational state 

(similar to the normal operation of the SA network). The effect of the missing 

interconnector is simulated in Scenario 2-4 (S2-S4). These scenarios represent the 

network after a disturbance (e.g., a fault or overloading) causes the interconnector to 

disconnect and therefore separate the illustrated subsystem from the main grid. Figure 

4.2 illustrates Scenarios 1-4. The depicted generation is proportional to the generated 

active power P from each form of generation. Table 4.1 provides the corresponding 

values for the inertia constant H, the rated power Sn and the active power P set-point of 

the generators in the network. The inertia constant H is based on Sn of the generator.  

A BSS is then introduced for FFR using the controllers presented in Chapter 3. The load 

and generation of the presented system is using scaled values of the actual SA grid. 

Considering this, the size of the installed BSS was chosen to be in relation to be 

approximately the relation between the Hornsdale Power Reserve after the completion 

of the first stage in 2017 and the average loading of the SA sub-grid. The rating of the 

BSS was chosen to evaluate how this existing BSS can already affect the frequency 

stability in an optimal way.  
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Figure 4.2: Simulated Generation Scenarios 

Table 4.1: Generator parameters (inertia constant H, rated power Sn and active power setpoint P) 
considered under the different scenarios 

 

A load event was defined to test the capabilities of the controllers being considered. The 

worst-case scenario is the disconnection of the interconnector, which supplies 10% of 

the demand of the network being simulated. Therefore, the reference event is equal to 

the maximum capacity of the interconnector so that the behaviour of the grid frequency 

in the network can be investigated following a sudden disconnection from the main grid. 

Scenario 1 is included to serve as a comparison for the following cases (S2-S4) and to 

highlight the effect a disturbance of the same size would have on the frequency with an 

intact connection to the main grid. To achieve this, the grid was simulated with the same 

load during all scenarios. Since the interconnector is getting disconnected during the 

disturbance, there is no need to consider it before the disturbance.  

4.3 Frequency Response of the network without Battery Storage 

System 

The system response for the four different scenarios (S1 – S4) without the BSS is 

depicted in Figure 4.3. The black curve is the system response for a 10% generation 

loss (50 MW) in the network that is connected to the main grid. Due to the high system 

inertia, the frequency decline is slow, and the maximum frequency deviation is f = 0.6 

Hz. The highest RoCoF is associated with the scenario S2. Scenario S2 features the 
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G1 4 75 50 125 110 175 160 275 260
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highest amount of renewable energy generation and hence has the least amount of 

system inertia. The frequency reaches a nadir of 48.74 Hz resulting in a maximum 

frequency deviation of f = 1.26 Hz. The new steady state frequency for Scenarios S2-

S4 is 49.16 Hz. The other curves refer to scenario 2 to 4 with no connection to the main 

grid (islanded operation). The steady state frequency deviation corresponds to the 

power frequency characteristic of the sub system, which is determined by the individual 

droop settings of the governors and amounts to 59.52 MW/Hz.  

 

 
Figure 4.3: Frequency Response of the test system for the considered scenarios without the 

battery system 

 

4.4 Frequency Response of the Network with Different Battery 

Controllers under Scenario 2 

Figure 4.4 illustrates the impact of the introduced controllers on the frequency in the 

subsystem following the disconnection of the interconnector. All scenarios detailed in 

Section 4.3 were used to validate the results. Because Scenario 2 is the most severe in 

terms of RoCoF and maximum frequency nadir, this scenario is used to illustrate the 

effectiveness and the behaviour of the BSS.  
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It is evident that all controllers have a positive effect on the frequency nadir. Controllers 

C1 and C4 are seen to yield near identical results as they are fundamentally proportional 

controllers. The artificial inertia Controller C2 does not affect the permanent frequency 

deviation because it only delivers power during a change in frequency. The performance 

of controller C3 is slightly worse than controllers C1 and C2 because of the 

measurement and evaluation time needed to assess the event. Corresponding to these 

frequency curves are the power outputs depicted in Figure 4.5.  

 

 

Figure 4.4: Frequency response with and without battery system and proposed frequency 
controllers for a loss of 10% generation 
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Figure 4.5: Power output of the battery system with the proposed frequency controllers 

The time variation of the frequency and the power output are shown in Figure 4.6 and 

Figure 4.7 respectively. The major differences between the controllers are the ways how 

the battery storage system reduces its power output. The results show that the 

controllers behave in the way described in Section 3.1.2. The battery system with 

controller C3 can deliver a fast and predictable power output that is easily customisable 

for different grids. Controller C1 runs until the battery is empty (which could lead to its 

sudden shutdown and thus additional stress on the system) or until the frequency is 

restored. Controller C4 has the same advantages as Controller C3 but utilises standard 

control theory functions which gives the controller the capability to react to changing 

circumstances where C3 would follow the programmed curve. This gives controller C4 

the ability to either reduce the power output alongside the frequency restoration or in a 

controlled way after a predefined time. With the controllers C3 and C4 it is possible to 

reduce the impact of a high RoCoF due to large amounts of renewable energy 

generation in the system and give conventional generators more time to react to the 

change in frequency with less energy consumption compared to Controller C1. While 

only one event was simulated, several frequency disturbances can occur in succession. 

For situations of that type, a manual adjustment of the power output of, possibly several, 

storage systems, is not achievable. An automated system, such as the proposed 

controllers C3 and C4, that adjusts to the situation is therefore favourable. 
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Figure 4.6: Frequency response with and without battery system and proposed frequency 
controllers; overview 

 

 

Figure 4.7: Power output of the battery system with the proposed frequency controllers; overview 
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4.5 Conclusion 

The addition of a BSS can help mitigate the negative impacts of high rates of change of 

frequency following a significant grid disturbance linked to ever-increasing levels of 

inverter-based renewable energy sources. It could be shown that all investigated 

controllers have a positive impact on the frequency drop following a major disturbance. 

The work also highlighted the fact that a simple proportional controller can be modified 

to reduce the illustrated drawbacks. With the controllers C3 and C4 it is possible to 

reduce the impact of high RoCoF associated with large amounts of renewable energy 

generation in the system and give conventional generators more time to react to the 

change in frequency. In the process of carrying out the simulations, it became apparent 

that there is a high degree of influence of the controller parameters on their 

effectiveness. For example, simulations showed that the artificial inertia controller works 

better with an increased delay and aspect which will be further investigated in Chapter 

6.  
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Chapter 5  

Real Life Frequency Disturbance as 

Simulation Input 

The aim of the chapter is to utilise a real frequency event that was experienced in Austria 

following a grid separation event on January 8th, 2021, and how the controllers presented 

in Chapter 3 associated with BSS would perform during the event. It is however 

recognised that the system frequency that is input to the controllers is simply what was 

observed following the actual network event and not the actual frequency that would be 

observed had the BSS was in operation. The controllers that have been used were C2, 

C3 and C4. To analyse the effect of a possible future scenario, where many BSS with 

FFR controllers might be present, the European grid was simplified, and the disturbance 

simulated. The size of the BSS was varied to showcase the impact of different 

installation stages.  

5.1 Description of the Frequency Event  

On January 8th, 2021, a grid separation event occurred within the ENTSO-E, splitting 

the Continental European grid into a North-West area and a South-West area. During 

this time, Austria was part of the North-West area that experienced a frequency drop. A 

PMU situated at TU Graz measured the event with a measurement interval of 200 ms. 

Figure 5.1 depicts the measured frequency in Austria during the disturbance. 

 

Figure 5.1: Measured Frequency during the January 8th, 2021, system split disturbance in Austria 
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During this event, the frequency dropped to a nadir of 49.74 Hz and reached a steady 

state frequency of 49.84 Hz. According to an ENTSO-E report on the event ,1.7 GW of 

loads had to be interrupted according to a load shedding scheme in France and Italy. 

Additionally, 420 MW of FCR was activated during this period  [98]. The initial RoCoF 

after 0.5 seconds was -0.226 Hz/s. 

 

5.2 Methodology Employed to Examine the Behaviour of Controllers 

Associated with BSS using a Measured Signal 

The measured frequency was utilised as an input to the controllers to investigate the 

reaction of a BSS while the different controllers are active. The simulation setup includes 

the controllers only without the BSS as depicted in Figure 5.2 where measurement file 

represents the recorded network frequency in the form of an ASCII file. 

 

Figure 5.2: Simulation setup for the usage of a measurement file as input for the frequency 
controller 

The signal conditioning module provides a starting value for the frequency at 

f(t=0) = 1 pu so that the program can initialise the simulation with a starting value. After 

the simulation is started, the measured signal is the output of the signal conditioning 

block  

(f(t>0) = y1). The output f is the frequency that is used as an input for the frequency 

controllers. The final output pref is the active power reference for the PQ controller and 

BSS as described in Section 3.1.1 covering the Battery Model that can be implemented 

for frequency management. 

In the simulations undertaken, the active power reference value was integrated to 

establish an estimate of the energy usage. Since the power output is a pu quantity, the 

resulting energy will be shown in pu·h which can be converted to establish the actual 

energy using the rated power Sr of the BSS. 

The input data includes approximately 60 seconds of measurements before the actual 

event occurred.  
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Employing this form of simulation yields the results of a small BSS that would have been 

connected during the event. A single small BSS would not have a measurable effect on 

the frequency response of the European grid. Therefore, the results of this setup show 

only the reaction of the BSS.  

5.3 Results for the Controllers using a Measured Input Signal 

5.3.1 Results for Controller C1 

As a result of the short active time, the results associated with controller C1 (Section 

3.1.2.1) would essentially be the same as with controller C4 (Section 3.1.2.5) and hence 

the detailed results are presented in Section 5.3.4 that covers the controller C4. The 

active time of the BSS is the time where the BSS has a non-zero power output.  

5.3.2 Results for Controller C2 

The improved controller C2.2 (Section 3.1.2.3) was used in this investigation and will be 

called. The advantage of supplying artificial inertia with a BSS, is that it’s possible to 

emulate a much higher acceleration time constant. For this simulation, the values in 

Table 5.1 were applied to the controller using a TJ of 250 s. Higher values for TJ also 

work better with generally lower RoCoF in the European system, otherwise the output 

would be negligible.  

Table 5.1: Parameters of the controller C2 used during the simulation with measurements 

Parameter Description Value  

Tf Filter time constant in s 0.5 

Kd Differentiator gain -1 

db 
Deadband to avoid activation for small RoCoF 

in s 
0.001 

TJ 
Proportional gain; equivalent to acc. time 

constant in s 
250 

 
Figure 5.3 shows the response of the artificial inertia controller C2.2 and the frequency 

during the first 100 seconds after the separation event. It is clearly visible that the highest 

output (Pref) occurs during the first downswing of the frequency. Most importantly, 

caused by the oscillations in the frequency, the controller is seen to demonstrate a 

damping effect. The small oscillations in frequency at the end of the frequency 

containment process are too small and as a result the controller does not demand any 

power output. Figure 5.4 illustrates the corresponding energy associated with the BSS. 

During the controller active period, the supplied energy by BSS is seen to be positive 

thus leading to the conclusion that the BSS has a positive impact on the RoCoF.  
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Figure 5.3: Active power signal of the artificial inertia controller for the January 8th separation 
event 

 

Figure 5.4: Energy output of the C2 Artificial Inertia controller for the January 8th separation event 

 

5.3.3 Results of Controller C3 

The parameters of the controller C3 were adjusted to account for the lower RoCoF 

values and higher frequency nadirs generally observed in the European grid. As a result 

of the lower RoCoF, the sampling window was increased to 1 s. Table 5.2 gives the 

parameters of controller C3 used in the simulations undertaken. 
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Table 5.2: Parameters of the controller C3 used during the simulation for the January 8th 
separation event 

Parameter Description Value  

Tf Filter time constant in s 0 

Kd Differentiator gain -30 

db 
Deadband to avoid activation for small RoCoF 

in pu 
0.0012 

Ti Integrator gain 0.002 

TDelay Sampling time in s 1 

Thold Minimum active time in s 60 

k1 Negative gradient limiter; positive path in pu/s -0.1 

k2 Positive gradient limiter; negative path in pu/s 0.1 

 

The results shown in Figure 5.5 indicate that the frequency oscillations observed before 

the commencement of the actual event does not cause a false activation. The active 

time was set to hold the power output for 60 s and a drooped shut down period with 0.1 

pu/s can be seen at 124 s.  

The RoCoF in the first second is much more severe than the total RoCoF over the period 

until the frequency nadir. This leads to a power output of 0.467 pu until the shut off.  The 

energy output is shown in Figure 5.6. A constant power output naturally leads to a 

constantly rising energy output.  

The key positive effect of the event-based controller is the fast activation of additional 

active power through the estimation of the severity of the event right at the beginning of 

the frequency change. This would help to decrease the RoCoF and the maximum 

frequency deviation.  
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Figure 5.5: Active power signal of the C3 event detection controller for the January 8th separation 
event 

 

Figure 5.6 Energy output of the C3 Event Detection controller for the January 8th separation event 

 

5.3.4 Results of Controller C4 

The simulations with this controller were carried out with two different settings for the 

gain. A gain with K = 50 leads to a maximum power output at a 1 Hz frequency deviation 

as it was used for the simulations in Section 4.4. The setting of K = 500 leads to a 

maximum power output with a 0.1 Hz frequency deviation as pictured in Figure 3.1. The 
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output for both starts when the frequency reaches 49.8 Hz. The other parameters are 

summarised in Table 5.3 

Table 5.3: Parameters of the event detection controller C4 during the simulation for the January 8th 
separation event 

Parameter Description Value  

T1 Waiting period before sample window in s 90 

T2 Sample window length in s 120 

db1 
Deadband to avoid activation for small 

frequency deviations in pu 
0.0001 

db2 Deadband to set activation limits to ±200 mHz 
in pu 

0.004 

K Proportional gain 
50  

500 
 

Figure 5.7 shows the results for both simulations. The full curve represents the results 

with a gain of K = 500 and the dashed line shows the result for K = 50. Because the 

frequency does not drop far below the threshold of 49.8 Hz, the power output with an 

area of operation to 49 Hz is nearly negligible. The simulation with K = 500 results in an 

output that can have an effect on the frequency. Compared with the event-based 

detection, the output occurs much later, during a time were FCR was already starting to 

stabilise the frequency. The active time was below the holding period, therefore was the 

automatic output reduction not necessary.  
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Figure 5.7: Active power signal of the C4 RAVG controller for the January 8th separation event  

The energy consumption during the event is depicted in Figure 5.8 for both gains. 

Because the power output of the BSS is much higher for a gain of K = 500, the energy 

demand is also higher. 

 

Figure 5.8: Energy output of the C4 RAVG controller for the January 8th separation event 
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5.4 Methodology Employed to Examine the Behaviour of Controllers 

Associated with BSS using a Simulation Model for the 

Disturbance 

To examine the effect, the BSS would have had on the disturbance, the affected grid 

was modelled in DIgSILENT PowerFactory employing a simplified single busbar 

approach. Two SGs, two loads and one BSS were used during the simulation. The total 

load before the disturbance was 326 GW. The disturbance caused total of 5650 MW of 

missing generation in the north-western region. The acceleration time constant H was 

identified as H = 4.5 s (rated to rated apparent power of the generator Sgn).  

The simulation model consists of one unresponsive generator and one generator 

participating in FCR. The generator participating in FCR is equipped with a governor. 

The modelling of the grid was approached by first estimating a value for the acceleration 

time constant and then improving the value towards a comparable response during the 

first second. The second step was to adjust the governor parameters. The parameters 

utilised for this where the controller time constant and the droop.  

The loads were split in a base load and a load representing the combined load shedding 

in Italy, France, Great Britain, and Denmark. These combined loads of 2300 MW were 

gradually reduced over a period of three seconds, starting at two seconds after the 

disturbance.  

The modelled frequency response of the disturbance in comparison with the measured 

signal is illustrated in Figure 5.9. The approximation with the described generator setup 

and the included load shedding compares very well with the measured signal. 

Oscillations are not present since it is a simplified setup with an aggregated load 

shedding instead of induvial loads that would disconnect rapidly.  
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Figure 5.9: Modelled and measured frequency response  

The battery size was varied with the intention to simulate three different stages of BSS 

adoption in the system. Based on the findings in Chapter 2, a BSS with a rated power 

of 100 MW has been installed in grids and analysis can be found based on this size. For 

first development stage it was assumed that five BSS will be installed. This results in a 

totally installed power of 500 MVA. The second stage is a widespread adoption of, for 

example 25 large, BSS installed throughout the whole system. This yields a totally 

installed power of 2500 MVA. The last stage is possible scenario where BSS are widely 

used and 5000 MVA of BSS are present in the system. Another valid future scenario 

that small BSS (Sn < 10 MW) will be installed throughout the system and participate in 

FFR. To summarise: 

- First stage: 500 MW of installed BSS, referred to as BSS1 

- Second stage: 2500 MW of installed BSS, referred to as BSS2 

- Third stage: 5000 MW of installed BSS, referred to as BSS3 

The same controllers as in Section 5.3 were considered during the simulations. 

Furthermore, the same controller settings were employed. These controllers are the 

Artificial Inertia Controller C2 (Section 3.1.2.3), the Event Detection Controller C3 

(Section 3.1.2.4) and the Rolling Average Set Point Controller C4 (Section 3.1.2.5). 
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5.5 Results for the controllers using the simulated disturbance 

The results feature the frequency response and the power output of the BSS for each 

controller and for the three stages of installed BSS.  

5.5.1 Results for Controller C2 

The resulting frequency response utilising the Artificial Inertia Controller C2 is depicted 

in Figure 5.10. The effects on the frequency are small for all considered implementation 

scenarios. The reason for that, is that the frequency is not deteriorating with a high 

RoCoF. The initial RoCoF during this simulated disturbance was 0.0827 Hz/s. To 

achieve a higher participation, a higher gain would be necessary but could cause 

unwanted oscillations. The power output depicted in Figure 5.11 shows that the BSS is 

not utilised to the full extend.   

 

Figure 5.10: Variation of the frequency response over time for the three scenarios 
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Figure 5.11: Variation of the power output of the BSS over time for the three scenarios 

 

5.5.2 Results for Controller C3 

The event was correctly assessed by the controller and a power output of 40% of the 

nominal power was activated after the sampling time of one second. The frequency 

response is shown in Figure 5.12. The controller is active for 60 seconds before the 

output gradually decreases. The controller starts to decrease the power output after 60 

seconds of active time. The deactivation is drawn out to limit the impact on the 

frequency. It can be argued that a higher activation is possible with different controller 

settings to assess the event. This holds value if there is not a widespread installation of 

BSS with an Event Detection Controller. It is important to consider, that since the power 

output is calculated and employed at the beginning of the disturbance, an overactivation 

is a possibility. BSS3 nearly manages to bring the frequency back to the nominal 

frequency before the controlled shut-down process begins.  
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Figure 5.12: Variation of the frequency response over time for the three scenarios 

 

Figure 5.13: Variation of the power output of the BSS over time for the three scenarios 

 

5.5.3 Results for Controller C4 

As stated in Section 5.3.4, the controller with the intended limits for FFR and a gain of 

K = 50 (which yields a maximum power output at f = 1 Hz) has a limited effectiveness. 

This observation can be confirmed with the results from this simulation. In Figure 5.14, 

the frequency responses for the three tested scenarios are shown. It is evident, that the 

effect on the frequency of even the largest installation stage is marginal. Because the 

controller is set up with the intended activation limits from Figure 2.10, the controller is 
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only active below 49.8 Hz. The corresponding power output is shown in Figure 5.15. 

BSS1 utilises the most of the available power capabilities. The difference between BSS2 

and BSS3 is minimal, especially considering that BSS3 has twice the power capabilities 

than BSS2.  

 

Figure 5.14: Variation of the frequency response over time for the three scenarios 

 

 

Figure 5.15: Variation of the power output of the BSS over time for the three scenarios 
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From this observation can be concluded, that for Controller 4, the thresholds for FFR 

are not suitable for a large interconnected system with higher levels of inertia and a 

strong FCR response that is capable of handling large disturbances. The aim of the 

controller could be optimised to avoid the disconnection of loads at 49.8 Hz. The 

threshold for activation can be lowered to 49.95 Hz, so that the BSS activates at the 

same threshold as the FCR. Additionally, the gain can be increased to achieve a full 

activation for smaller frequency deviations. Figure 5.16 illustrates the results for the 

controller C4 using these improved settings. The improvement is clearly visible when 

compared to the results depicted in Figure 5.14. BSS1 reduced the frequency nadir to 

49.774 Hz. BSS2 and BSS3 were able to reduce the frequency nadir to 49.871 Hz and 

49.9 Hz respectively.  

 

Figure 5.16: Variation of the frequency response over time for the three scenarios 

Regarding the power output shown in Figure 5.17 can be said, that the increase in rated 

power between BSS2 and BSS3 is not utilised. The effects on the frequency are only 

minimally different and BSS2 peaks with 1994 MW whereas BSS3 peaks with 2521 MW. 

The output of BSS1 reaches the active power limit of 500 MW.  
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Figure 5.17: Variation of the power output of the BSS over time for the three scenarios 

5.5.4 Comparison of Results 

To compare the controllers, the results for BSS2 (Sn = 2500 Mvar) were considered. The 

best result was achieved using the Rolling Average Set Point Controller C4 with the 

optimised settings. This was followed by the Event Detection Controller C3 and then the 

Controller C4 with the originally intended limits for FFR. The least impact had the 

Artificial Inertia Controller C2. Controller C4 also manages to provide additional damping 

whereas C3 only provides a constant power output during that time. 

 

Figure 5.18: Variation of the frequency response over time for the controllers 

The energy used during the disturbance is depicted in Figure 5.19. The highest impact 

controllers also used the highest amount of energy. Generally, only a fraction of the 
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available energy storage was used for all controllers. The controllers C2 and C4, with 

not optimised settings, used a very low amount of energy but C4 achieved better results 

concerning the frequency deviation. From the energy consumption can be concluded 

that a possible implementation strategy could be to use the implementation of these two 

controllers for converter-based generators and the addition of a small storage capacity. 

Controllers C3 and C4 with optimised settings can then be used in dedicated BSS that 

are installed for the purpose of providing grid services. The most important factor is 

parametrisation of the controller and generally the installed power.  

 

Figure 5.19: Variation of the energy over time  

5.6 Conclusion 

This chapter demonstrated how a BSS with the proposed frequency controllers would 

have reacted in a grid with higher levels of inertia than in the test case showcased in 

Section 4.2 and for a real measured disturbance. Two approaches were used to analyse 

the European grid separation event from January 8th, 2021. The first approach was to 

use a measured signal from the event and use it as an input for the proposed controllers. 

This was an investigation into how the reaction of a BSS would have been, had it been 

connected to the grid at the time of the event. The upside to this approach is that the 

controllers can be tested with a real signal that also includes oscillations. The downside 
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is that the effect on the frequency cannot be determined. A key finding was that the 

controllers work for a real-life measurement of the frequency. 

The second approach was to model the separation event in DIgSILENT PowerFactory 

and use the controllers with varying sizes of BSS to study the efficacy of the different 

controllers and study the impact of varying installation stages.  

Overall, the results indicate that, Controller C3 and C4 are suitable to assist in the event 

of a disturbance in the Central European Grid. Controller C2 had only a minimal effect 

on the frequency. Because of the definition of FFR and the resulting activation 

thresholds, the Rolling Average Set-Point controller C4 activates too late. To fully utilise 

the BSS with controller C4 under these conditions, the intended threshold for activation 

must be lowered to achieve a beneficial effect on the frequency. The event-based 

controller is able to activate earlier because it is estimating the event right at the 

beginning of the frequency change. Another important aspect is that the reaction of the 

controllers can be seen where the measured frequency experiences oscillations. In this 

regard, the event-based controller can distinguish the actual event in comparison to 

noise.  

Finally, the largest tested BSS size did not significantly influence the outcome when 

compared to an intermediately sized BSS.  
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Chapter 6  

Network and Battery Energy Storage System 

Performance Sensitivity to Controller 

Parameter Variations 

It is important to examine the sensitivity of the network and battery energy storage 

system performance in relation to frequency to parameters of the controllers 

implemented.  With DIgSILENT PowerFactory it is possible to run external scripts and 

automate the various steps in the simulation. The simulation setup described in Chapter 

4 is used for this purpose where the scenario with 50% penetration of renewable energy 

(Scenario 2) was chosen in the study as it has the studied disturbance has the most 

severe effect on the frequency during this scenario. Controllers considered during this 

parameter study were the Artificial Inertia Controller C2.2, the Event Detection Controller 

C3 and the Rolling Average Set-Point Controller C4.  

6.1 Artificial Inertia Controller C2.2 

The filter time constant of the artificial inertia controller C2.2 was varied in the range 0 s 

to 4.99 s in 0.01 s steps resulting in 500 simulations. The parameters of the controller 

given in Table 6.1 apply to the simulations.  

Table 6.1: Parameters of the artificial inertia controller C2.2 for the filter time variation 

Parameter Description Value  

Tf Filter time constant in s 0 to 4.99  

Kd Differentiator gain -1 

db 
Deadband to avoid activation for small RoCoF, 

in pu 
0.002 

TJ 
Proportional gain; equivalent to acc. time 

constant 
120 

 

Figure 6.1 and Figure 6.2 illustrate the frequency variation with time observed with 

smaller time constants in red and the larger time constants in cyan. The result with the 

lowest frequency nadir is shown in black. It is evident that the smallest fastest filter time 

constant does not yield the best result in terms of limiting the nadir. The best result was 

achieved in the range of 1.3 s ≤ Tf ≤ 1.61 s. This leads to the conclusion that a faster 

controller is not necessarily better. This can be explained using how governors of power 
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plants with SGs react. These governors contain a proportional controller with a droop 

characteristic that needs a frequency deviation to change the power output. If the BSS 

activates very quickly with a large power output when the measured frequency deviation 

is lower, a small power output will be outcome with the synchronous generator. A slightly 

delayed power output of the BSS enables governors of synchronous generators to pick 

up a higher frequency deviation at first with the BSS coming in to play with a delay leads 

to a better overall result. A higher filter time constant is also suboptimal because it 

dampens the output too heavily. As evident from Figure 6.1, the results for smaller filter 

time constants are better compared to those with larger filter time constants but very fast 

filter times yield a delayed and lower frequency nadir then values around Tf = 1.3 s. 

 

Figure 6.1: Variation of the frequency response of the system with time 
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Figure 6.2: Variation of the frequency response of the system with time 

In relation to power output of BSS, it is visible that the best result in terms of frequency 

nadir does not correlate with the case of highest power output as seen from Figure 6.3.  

 
Figure 6.3: Variation of active power output of the BSS with time 

Referring to Figure 6.4, the BSS energy output varies only slightly over the course of the 

active time which peaks at 13.82 kWh for Tf = 0 s, at 13.8 kWh for Tf = 1.3 s, and at 9.05 

kWh for Tf = 4.99 s.  

 
Figure 6.4: Variation of Energy of the BSS with time 
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Secondly, the proportional gain TJ was varied in the range 1 to 10 in steps of 1 and from 

10 to 290 in steps of 10 resulting in 38 scenarios. The relevant parameters are given in 

Table 6.2 shows the values of the other parameters.  

Table 6.2: Parameters of the artificial inertia controller C2.2 for the gain variation 

Parameter Description Value  

Tf Filter time constant in s 1.3 

Kd Differentiator gain -1 

db Deadband to avoid activation for small RoCoF 0.002 

TJ 
Proportional gain; equivalent to acc. time 

constant  
1 - 290 

 

The results obtained for frequency variation are illustrated in Figure 6.5 whereas Figure 

66 illustrates those for power and Figure 6.7 illustrates energy consumption. Cyan 

corresponds to the largest proportional gain. It clear that the controller becomes unstable 

with higher values of gains and leads to oscillations even before the occurrence of the 

frequency event. To establish the most suitable gain, simple consideration of the 

frequency nadir is not the best approach. Controller stability is a concern and allowing a 

slight overshoot as seen with Tf = 110 is a more sensible solution. The difference 

between a gain of 110 and 210 for the frequency nadir is 0.1 Hz but as can be seen in 

Figure 6.7, the difference in energy consumption is significant.  

 
Figure 6.5: Variation of the frequency response of the system with time 
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Figure 6.6: Variation of active power output of the BSS with time 

 

Figure 6.7: Variation of Energy of the BSS with time 
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reaction times of 0.02 s are not achievable. In the network simulation model, with a time 

delay of one second, the frequency could still be kept above 49 Hz. However, the results 

clearly show that for fast frequency drops, any time delay is detrimental and should be 

kept as small as possible.  

 

Figure 6.8: Variation of the frequency response of the system 

6.3 RAVG Controller C4 

Figure 6.9 shows the variation of proportional gain of the controller ranging from Kp = 

10 to 400. The smallest frequency deviation is possible with the largest proportional gain. 

The cyan curve with a much lower gain shows similar results in terms of maximum 

frequency deviation. The results for a controller gain of 150 also experience less 

overshoot where the frequency nadir occurs earlier, and the oscillations stop faster. 

 

Figure 6.9: Variation of the frequency response of the system 
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6.4 Conclusion 

The results clearly show that several key aspects should be included when implanting 

FFR. It was found that a slower reacting artificial inertia had a better effect than one 

without any delay. Artificial inertia showed a great impact on the overall frequency 

response with the lowest energy consumption. This makes this controller suitable for a 

wide range of converters that already have some form of energy storage such as wind 

turbines or the use of larger DC link capacitors in the inverter-based generation systems. 

For the event detection controller, a direct correlation between sample time and 

maximum frequency deviation was shown. For the RAVG controller it was shown that a 

too larger gain does not give the best overall result.  

In summary, it can be stated that an automated simulation of different controller settings 

allows an accurate evaluation of a complex and nonlinear system. 
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Chapter 7  

Conclusion and Recommendations for 

Future Work 

The electricity grids of the future are expected to be weaker from a system inertia and 

system strength points of view and hence are expected to be more susceptible to 

disturbances. System separations and islanding scenarios will become more 

challenging because of unevenly distributed non-synchronous generation in 

interconnected systems. This thesis illustrated how the introduction of BSS into the 

power system can help to keep grids stable. With BSS, Fast Frequency Response can 

be introduced as a new service that takes advantage of their fast reaction times. FFR is 

the incorporation of rapid active power increase or decrease by generation or load in a 

frame of two seconds or less, to correct a supply-demand imbalance and assist in 

managing power system frequency. One of the questions that answered with this work, 

is how different BSS activation mechanisms compare with each other. For that, the 

difference between activation methods and technologies that can provide FFR were 

highlighted which resulted in the development of four different controllers. The basic 

principles for these controllers were derived from existing concepts for FFR such as the 

proportional controller or the event-based activation but during the research 

improvements to these methods were undertaken and further developed.  

Although some manufacturers propose BSS with a proportional controller to participate 

in FCR, the application is limited by the capacity of the storage system. FCR market 

regulation demands that a participating generation unit must be able to participate in 

FCR during the whole time slot. There are exemptions for this rule in Austria but only if 

the BSS is operated in co-operation with a power plant that covers the long-term output. 

This highlights the fact that BSS are not suitable for FCR operation but should rather be 

used as FFR devices. Use of a proportional controller for FFR has the disadvantage that 

there is no inclusion of shut off. The BSS would have a power output if there is a 

frequency deviation above the deadband threshold. This would lead to the battery 

shutting off suddenly when the BSS is either full or empty – depending on the direction 

of power. An improvement to the proportional controller was made in the proposed 

controller C4 in the thesis. With an included rolling average set-point change, the BSS 

automatically reduced the power output after a predefined period. The goal for the event-
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based activation was to automatically detect relevant frequency events and activate 

according to the severity of the disturbance. 

To test the performance of these controllers, a test system was developed that features 

different levels of renewable generation and therefore system inertia. The focus in this 

first assessment was on systems with low levels of inertia where FFR should be most 

impactful. With a loss of generation, the reaction of the controllers was measured and 

compared with each other. All controllers had a positive effect on the frequency stability 

of the test system. The battery system with Controller 3 can deliver a fast and predictable 

power output that is easily customisable for different grids. Controller 4 has the 

additional advantage that it utilises standard control theory functions which gives the 

controller the capability to react to changing circumstances where controller C3 would 

always follow a programmed curve. This gives controller C4 the ability to either reduce 

the power output alongside the frequency restoration or in a controlled manner following 

a predefined time. The artificial inertia controller C2.2 showed that a reduction of the 

RoCoF in a system with low inertia can help to stabilise the frequency by giving 

conventional power plants more time to react to the disturbance. 

To examine if the controllers presented could be useful in a strong interconnected 

system such as the European mainland grid, an actual disturbance was used as the 

input to test the controllers. Two approaches were used to evaluate the controllers for 

this disturbance. The first approach was to use the measured signal as an input for the 

controllers. The result is the power output of a BSS if it would have been connected 

during the disturbance but the effect on the frequency cannot be evaluated. The results 

also represent the output of a single small BSS that participates but has no actual effect 

on the frequency. To study the effect on the frequency, a second approach was used.  

The disturbance was simulated with a simplified Central European grid using a single 

generator setup. Three different stages of BSS installation were considered to analyse 

the impact of future adoption of BSS in the system. The conclusion of these simulations 

was that different parameters and thresholds are necessary so that the controllers can 

operate appropriately. The reasons for this are that lower RoCoF occur and quick 

reactions by grid operators have in the past resulted in moderately impactful frequency 

disturbances. Besides that, due to the strong interconnected grid topology, the 

probability that the worst possible generation loss will occur is less likely, but it cannot 

be ruled out. Whereas the disconnection of the sole interconnector such as in the 

Australian grid is much more likely. These benefiting factors were also true for the 

investigated system separation disturbance examined in the thesis.  



 7 Conclusion and Recommendations for Future Work  

93 
 

The differences between the tested grid topologies and therefore the associated 

frequency behaviour following a disturbance can be summarised in the difference in 

RoCoF and in maximum frequency deviation after a disturbance. A system with high 

levels of renewable generation will experience higher RoCoF due to the lower system 

inertia. Another factor is the type of generators participating in FCR. Even though there 

are minimum requirements for rise times, some generators can change the power output 

faster than others. This leads to differences in maximum frequency deviation when 

considering grids with the same amount of inertia but have a different generation mix. 

With this knowledge,  Figure 7.1 can be used to identify the most appropriate controller 

type for FFR and for different grid topologies. It illustrates how well a grid can react to 

frequency disturbances. A grid with fast acting generators but high RoCoF (greater than 

1 Hz/s) may best be helped with additional inertia in the form of artificial inertia. A grid 

that has relatively slow acting generators or even a momentary lack of FCR can utilise 

controllers C3 and C4 to provide additional support while generators ramp up. 

 

 Figure 7.1: Categorisation of grids and the appropriate FFR controller  

Besides the type of controller, the results in this thesis demonstrated the importance of 

correctly parametrising the controllers. It was found that even in a grid with high RoCoF, 

a slower reacting artificial inertia had a better effect than one without any delay. This 

was evaluated by automating several controller configurations and comparing the 

results. This automated approached allows for the assessment of a complex and 

nonlinear system. 

In summary, the addition of a BSS that uses FFR can help mitigate the negative impacts 

of high rates of change of frequency after a significant grid disturbance linked to ever-
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increasing levels of inverter-based renewable energy sources. It was shown that all 

investigated controllers have a positive impact on the frequency drop after a major 

disturbance in grids with low levels of inertia.  

It is possible that a BSS can have a combination of controllers. For example, the artificial 

inertia controller could be paired with the RAVG controller to provide a power output at 

different times of the disturbance. Future work could investigate such combinations.  

In this thesis the simulations were carried out with a single BSS. It would be useful to 

investigate several BSS that are placed in key locations in a grid that employing different 

controllers, parameters and activation times and investigate the interactions and the 

effect on the frequency stability.  
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