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Efficient Route Planning

Road Network

Graph G = (V ,E , ω), ω : E → R+

|V | = n, |E | = m
Characteristics:

almost planar
constant max. degree
sparse
strongly connected
hierarchical structure
static

|V | ≈ 11.5M
|E | ≈ 12.4M

GOAL: find shortest s-t path (P2P)
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Dijkstra’s Algorithm [Dij59]

RUNTIME:

Search Space contains all
vertices v ∈ V with ωs(v) < ωs(t)
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RUNTIME: O(m + n log n)
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Efficient Route Planning

Dijkstra’s Algorithm [Dij59]

RUNTIME: O(m + n log n)

Search Space contains all
vertices v ∈ V with ωs(v) < ωs(t)

Running Dijkstra on country sized networks takes seconds!

Manuel Jakob

ATCS Seminar
4



www.tugraz.at

Efficient Route Planning

Bidirectional Dijkstra’s Algorithm

IDEA: perform the search from start and
target simultaneously

Find v ∈ V with

min
v∈V

ω→s (v) + ω←t (v)
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Bidirectional Dijkstra’s Algorithm

Improvement:

Dijkstra: π · (2r)2 = 4πr2

Bi-Dijkstra: 2 · πr2

Decrease by a factor of 2
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Bidirectional Dijkstra’s Algorithm

Improvement:

Dijkstra: π · (2r)2 = 4πr2

Bi-Dijkstra: 2 · πr2

Decrease by a factor of 2

Search space still too large!
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Efficient Route Planning

A∗ Algorithm

IDEA: guide search towards the target

Let h(v) be an heuristic, estimates the
costs from v to the target

Modify Dijkstra by setting
ωs(v) + h(v) as key in PQ
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Efficient Route Planning

A∗ Algorithm

A heuristic h : E → R is...

admissible
h(v) never overestimates

consistent
∀e = (v ,w) ∈ E : h(v) ≤ ω(e) + h(w)
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A∗ Algorithm

Example: bee line distance [FSS15]
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Efficient Route Planning

How to speed up computation?

PREPROCESSING

1. Compute additional information in advance once

2. Use data to reduce search space during query answering

Caution: preprocessing takes time and memory!
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A∗ + Landmarks + Triangle inequality [GH05]

Preprocessing:

1. select set L ⊆ V of landmarks

2. ∀l ∈ L : run Dijkstra and store costs to
all other vertices
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A∗ + Landmarks + Triangle inequality [GH05]

Preprocessing:

1. select set L ⊆ V of landmarks

2. ∀l ∈ L : run Dijkstra and store costs to
all other vertices

Heuristic:

v t

l ∈ L

ωv (l) ≤ ωv (t)+ωt(l) ⇔

ωv (l)−ωt(l) ≤ ωv (t)
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Preprocessing:

1. select set L ⊆ V of landmarks

2. ∀l ∈ L : run Dijkstra and store costs to
all other vertices

Heuristic:
h(v) = max{ωv (l)− ωt(l) | l ∈ L}
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A∗ + Landmarks + Triangle inequality

Preprocessing:

1. select set L ⊆ V of landmarks

2. ∀l ∈ L : run Dijkstra and store costs to
all other vertices

Heuristic:
h(v) = max{ωv (l)− ωt(l) | l ∈ L}

Small amount of landmarks is sufficient!
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A∗ + Landmarks + Triangle inequality

Preprocessing:

O(|L| · (n log n + m)) + select L

Space Consumption:

O(|L| · n)

Query Time:

O(n log n + |L| · m)
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A∗ + Landmarks + Triangle inequality

Results: [GH05][Gol07]
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Contraction Hierarchies [GSSD08]

IDEA: Add shortcuts to the graph.

s
t

Manuel Jakob

ATCS Seminar
17



www.tugraz.at

CH

Contraction Hierarchies [GSSD08]

IDEA: Add shortcuts to the graph.

s
t

Manuel Jakob

ATCS Seminar
17



www.tugraz.at

CH

Contraction Hierarchies

Preprocessing:

1. Define rank r : V → N

2. Contract nodes based on their rank

remove node v
and incident edges

add shortcut between neighbors
if SP goes only through v

3. Add shortcuts E+ to G
remember contraction order!
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Contraction Hierarchies

Preprocessing:
What is a good contraction order?
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Preprocessing:
What is a good contraction order?

Intuition: contract important nodes late

minimizing |E+| is NP-hard!
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CH

Contraction Hierarchies

Preprocessing:
What is a good contraction order?

Intuition: contract important nodes late

minimizing |E+| is NP-hard!

Example: Edge difference
ED(v) = −|N(v)|+#shortcuts of v

⇒ |E+| ≈ |E |
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Contraction Hierarchies

Preprocessing:
What is a good contraction order?

Intuition: contract important nodes late

minimizing |E+| is NP-hard!

Example: Edge difference
ED(v) = −|N(v)|+#shortcuts of v

⇒ |E+| ≈ |E |
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Preprocessing Time: O(n2 log n + nm) but only local search
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Query Answering: Convince Dijkstra to use shortcuts!
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Contraction Hierarchies
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Query Answering: Convince Dijkstra to use shortcuts!
Def:

e = (u, v) is called upwards, if r(u) < r(v)

An upwards path contains solely upward edges.

G↑(v) is the union of all upwards path starting at v
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Contraction Hierarchies

s
t

Query Answering: Convince Dijkstra to use shortcuts!
Def:

e = (u, v) is called upwards, if r(u) < r(v)

An upwards path contains solely upward edges.

G↑(v) is the union of all upwards path starting at v

CH-Dijkstra: Bi-directional Dijkstra where forwards run is
restricted to G↑(s) and the backwards run is restricted to G↓(t)
Manuel Jakob
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Contraction Hierarchies

Lemma: CH-Dijkstra computes the shortest s-t path
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Contraction Hierarchies
Results: [GSSV12]

Europe: |N| ≈ 18M, |E | ≈ 42M
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IDEA: Store distances to important nodes (hubs).
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HL

Hub Labels

IDEA: Store distances to important nodes (hubs).
Def:

H(v) = {(w1, ωs(w1)), (w2, ωs(w2)), ...} - hub labels of v

s w tH(s) = {(w , ωs(w)), ...}
H(t) = {(w , ωt(w)), ...}

ωs(t) = min{ωs(w) + ωt(w) | w ∈ H(s) ∩ H(t)}

Cover Property:
∀s, t ∈ V : ∃w ∈ H(s) ∩ H(t) : ωs(t) = ωs(w) + ωt(w)
Query Time: O(|H(s)|+ |H(t)|)
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Hub Labels

Space Consumption: O(Σv∈V |H(v)|)
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Hub Labels

Space Consumption: O(Σv∈V |H(v)|)

Find minimal Hub label sets is NP-Hard!
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HL

Hub Labels
Approach 1: Set Cover Approximation
Def: Set Cover

U - Universe of size n

S - collection of subsets S of U with weights w(s)

Find S ′ ⊆ S of min. weight s.t.
⋃

S∈S′ S = U
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Hub Labels
Approach 1: Set Cover Approximation
Def: Set Cover

U - Universe of size n

S - collection of subsets S of U with weights w(s)

Find S ′ ⊆ S of min. weight s.t.
⋃

S∈S′ S = U

Reduction:

U = {(s, t) ∈ V 2 | ω(s, t) < ∞}

S(A, v ,B) := {(s, t) | s ∈ A, t ∈ B, v ∈ π(s, t)},
with w(S) = |A|+ |B|
S contains all possible S(A, v ,B)

Manuel Jakob

ATCS Seminar
25



www.tugraz.at

HL

Hub Labels
Approach 1: Set Cover Approximation
Def: Set Cover

U - Universe of size n

S - collection of subsets S of U with weights w(s)

Find S ′ ⊆ S of min. weight s.t.
⋃

S∈S′ S = U

Reduction:

U = {(s, t) ∈ V 2 | ω(s, t) < ∞}

S(A, v ,B) := {(s, t) | s ∈ A, t ∈ B, v ∈ π(s, t)},
with w(S) = |A|+ |B|
S contains all possible S(A, v ,B)

⇒ Greedy algorithm gets a O(log n) approximation
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Hub Labels
Approach 2: CH-based Hub Labels
Computing CHs is very fast and memory efficient!
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Computing CHs is very fast and memory efficient!

Observation: H(v) = G↑(v) fulfills the cover property.
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HL

Hub Labels
Approach 2: CH-based Hub Labels
Computing CHs is very fast and memory efficient!

Observation: H(v) = G↑(v) fulfills the cover property.

s

w

t

Note: not every in G↑(v) is the peak node of some s-t path
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Hub Labels

Results: [ADGW11]
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Efficient Route Planning

Related Topics

One-to-Many, One-to-All Queries

Edge cost functions

Multicriteria route planning

Multimodal route planning

Public Transit Networks

...
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Thank you!
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