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Abstract—Iterative localization has recently arisen as a
promising solution to determine the position of a Mobile
Station (MS) in a cellular network. We recently showed that
iterating between the conventional delay estimation and multi-
lateration steps allows to approach the performance of the
direct localization. In this paper we present a new formulation
of our iterative localization method that drastically reduces the
computational effort compared to our original implementation.
Simulation results prove that the proposed low complexity iter-
ative algorithm performs close to the direct localization scheme
while presenting a limited complexity increase compared to the
conventional two-step approach.

Index Terms—Iterative localization, Bayes framework,
weighted linear least squares.

I. INTRODUCTION

Time-of-Arrival (ToA) based localization methods rely on
the estimation of the absolute signal Time-of-Flight (ToF)
between the source and the receiver. The fourth generation
of cellular systems (4G) includes a specific Positioning
Reference Signal (PRS) in its protocol to finely estimate the
signal ToF. This PRS is defined as an Orthogonal Frequency
Division Multiplexing (OFDM) signal spread in time and
frequency [1]. The signal ToF estimation constitutes the first
step of the conventional two-step localization approach. The
position of the Mobile Station (MS) is then determined
in a multi-lateration step where the non-linear system of
equations formed by the ToF estimates is solved. A lot
of efficient algorithms have been developed in literature
to perform this multi-lateration. Most of them work on a
linearized version of the equation system, like the Weighted
Linear Least Square (WLLS) solution presented in [2].

Another methodology to estimate the user position is
the Direct Position Estimation (DPE) that directly estimates
the position coordinates from the digitized received signal
[3]. Paper [4] shows by simulations that DPE provides an
important performance gain compared to the two-step ap-
proach, especially for lower Signal-to-Noise Ratio’s (SNR’s).
DPE methods proposed in literature rely on the optimization
of a multi-variate non-convex function, like the Maximum
Likelihood (ML) estimator proposed in [3]. Although outper-
forming the two-step approach, they suffer from a significant
complexity increase.

We recently demonstrated that the performance of the DPE
can be approached by iterating between the two conventional
steps [5]. However, our original iterative algorithm is not
computationally attractive compared to DPE. It indeed relies

on Bayesian delay and position estimation steps requiring
the numerical assessment of posterior Probability Density
Functions (PDF’s) on a fine search grid. This paper therefore
proposes a low complexity implementation of our iterative
scheme and shows the achievable performance by simula-
tions. We focus on an emerging cellular system scenario
composed of small cells.

II. SYSTEM MODEL

We consider a cellular system operating in Cyclic-Prefix
OFDM (CP-OFDM). The MS is simultaneously connected
and strictly time synchronized to K neighbouring base
stations (BS’s). We assume a single path channel introducing
a delay τk(x, y) between the MS and BS k. This delay
corresponds to the absolute ToF of the signal and is therefore
equal to τk(x, y) = dk(x, y)/c where c is the speed of
light and dk(x, y) =

√
(x− xk)2 + (y − yk)2. Coordinates

{x, y} and {xk, yk} respectively denote the position of the
MS and of base station k. As long as the delay τk(x, y) is
shorter than the CP duration, sub-carriers remain orthogonal
and the received signal on the subset P = {q1, ..., qp} of
pilot sub-carriers can be modelled as follows for a single
OFDM symbol:

rk = s(τk) + wk (1)

where

rk = [rkq1 , ..., rkqP ]T (2)

wk = [wkq1 , ..., wkqP ]T (3)

and

s(τk) = [sq1e
−j2π q1τkQT , ..., sqP e

−j2π qP τkQT ]T (4)

with τk standing for τk(x, y). In the previous expressions,
wkq is the noise affecting sub-carrier q at base station k and
sq is the transmitted symbol on sub-carrier q. We suppose
Additive White Gaussian Noise (AWGN) of variance σ2

wk
.

We omit the extra phase rotation due to the carrier
frequency in our model since it is corrected during the
compensation of the phase difference between transmit and
receive local oscillators.



III. LOW COMPLEXITY ITERATIVE LOCALIZATION

The principle of our low complexity localization system
is very similar to [5]. The algorithm makes use of the
Bayes framework [6] to take into account prior knowledge
from the previous iteration. Delay and position estimates are
transmitted together with an indication of their reliability
between the two steps. The position computed during a
step of the algorithm is translated to a delay used as prior
information by the next iteration.

A. Delay Estimation

We consider a Bayesian delay estimator that refines prior
information received on the delay (mean and variance) using
the pilot sub-carriers of the received OFDM signal. The
complexity of the delay estimator can be drastically reduced
compared to [5] by not considering the prior information on
the delay to be Gaussian distributed but uniformly distributed
on [τkmin,i

, τkmax,i
] where i is the iteration index. Using the

latter assumption and after some simplification, the posterior
distribution of the delay reduces to:

p(τk|rk) =
p(rk|τk)

τkmax,i∫
τkmin,i

p(rk|τk)dτk

(5)

=
exp

(
1
σ2
wk

<{rHk · s(τk)}
)

P (τkmax,i
)− P (τkmin,i

)
(6)

where P (τ ′k) =
τ ′k∫
−∞

exp( 1
σ2
wk

<{rHk · s(τk)})dτk. This in-

tegral represents the remaining terms of the cumulative
distribution function of p(τk|rk) after some simplification
and can be pre-computed before iterating. Each of the K
base stations independently computes the mean and vari-
ance of τk by respectively assessing statistical expectations
µτk|rk = E [τk|rk] and σ2

τk|rk = E [(τk − µτk|rk)2|rk] based
on the knowledge of p(τk|rk). Those expectations require a
numerical integration but the integration intervals are limited
to [τkmin,i

, τkmax,i
] that rapidly decreases with the iteration

index. Mean values µdk = cµτk|rk provide the Minimum
Mean Square Error (MMSE) distance estimates used by
the position estimator, i.e. d̂k = µdk . Those mean values
are transmitted to the position estimator together with their
variances σ2

dk
= c2σ2

τk|rk .

B. Position Estimation

The fusion centre independently makes an estimation of
the MS position for each base station, based on the distance
estimates of the K − 1 other BS’s. Those distance estimates
are corrupted by an error ek assumed as being of zero mean
and of variance σ2

dk
. Gathering observed distances of the

K−1 other BS’s, we get the following model for base station
k:

d̂
k

= dk(x, y) + ek (7)

where

d̂
k

=[d̂1, ..., d̂k−1, d̂k+1, ..., d̂K ]T (8)

dk(x, y) =[d1(x, y), ..., dk−1(x, y), (9)

dk+1(x, y), ...dK(x, y)]T

ek =[e1, ..., ek−1, ek+1, ..., eK ]T (10)

The index of the target base station should be absent in those
vector expressions.

Elements of ek are independent and of possibly different
variances. The noise covariance matrix is therefore diagonal
and given by Cek = diag

(
[σ2
d1
, ..., σ2

dk−1
, σ2
dk+1

, ..., σ2
dK

]
)
.

The Bayesian MMSE position estimator used in [5] can
be replaced by the low complexity Weighted Linear Least
Square (WLLS) estimator presented in [2]. This estimator
simply solves a linearized version of the system of circular
equations (7). After some manipulations, the latter system
can be rewritten in the following matrix form:

bk = Akθk + qk (11)

where θk = [x y x2 + y2]T is the vector to be esti-
mated. The system matrix is Ak = [−2xk − 2yk 1K−1]
where vectors xk = [x1, ..., xk−1, xk+1, ..., xK ]T and
yk = [y1, ..., yk−1, yk+1, ..., yK ]T gather the coordinates
of the K − 1 base stations involved in the computation
of the user position for BS k. Symbol 1K−1 denotes a
K − 1 × 1 unit vector. The observation vector in (11) is
bk = [(d̂

k
)2 − (xk)2 − (yk)2] and qk = [2ekdk(x, y)]

is the noise term. The ()2 operator in the definition of bk
applies to each single element of the vectors. The estimate
of θk and the corresponding covariance matrix are obtained
as [6, chap. 6]:

θ̂k =
(
AT
kW

−1
k Ak

)−1
AT
kW

−1
k bk (12)

Cθ̂k =
(
AT
kW

−1
k Ak

)−1
. (13)

It follows from the definition of the noise vector qk
that a practical choice for the weighting matrix is
Wk = 4Cekdiag

(
(d̂
k
)2
)
. The user coordinate estimates

x̂ and ŷ are respectively given by the first and second
elements of θ̂k. Variances of the coordinates σ2

x|d̂k
and σ2

y|d̂k

correspond to the first two diagonal elements of Cθ̂k while
the covariance term is equal to Γ

xy|d̂k = Cθ̂k,12.

C. Position to Delay Conversion

Those position informations are easily converted to a delay
information used as prior information at the next iteration.
By linearizing the relationship between the user coordinates
and the delay to the kth base station around the estimated
position, we get similarly to [5]:

τ̂k ≈
1

c
dk(x̂, ŷ) (14)

σ2
τk
≈ 1

c2d2k(x̂, ŷ)

[
xk − x̂
yk − ŷ

]T
·

[
σ2

x|d̂k
Γ
xy|d̂k

Γ
xy|d̂k σ2

y|d̂k

]
·
[
xk − x̂
yk − ŷ

]
.

(15)

Limits of the uniform delay distribution used as prior infor-
mation at BS k are deduced from the delay estimate and its
variance:

τkmin
= τ̂k −

√
3σ2

τk
(16)

τkmax = τ̂k +
√

3σ2
τk

(17)

IV. RESULTS

To estimate the performance of our low complexity itera-
tive localization system, we assume a two-dimensional cell
layout with an inter BS distance of 100 m and an hexagonal
structure. The MS arbitrarily lies in the gray zone of Fig. 1
defined around a centre base station and communicates in the
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Fig. 1: Simulation scenario.

uplink with the 7 closest BS’s using the OFDM modulation
over a bandwidth of 40 MHz. Pilot symbols are distributed
on 64 equispaced sub-carriers among 1024. We consider an
AWGN channel and model the SNR at base station k as [7]:

SNR = ξdk(x, y)−n (18)

where ξ describes the relationship between the SNR and the
euclidian distance separating the MS from base station k.
Coefficient ξ depends on the hardware, the transmit power,
the carrier frequency, the temperature and the communication
bandwidth. The path-loss exponent n is considered equal
to 3. Algorithm performances depicted in this paper are
averaged over 1000 MS position and noise realisations.

Fig. 2 depicts the average localization error as a function of
the SNR at the centre BS. Our original (or MMSE) iterative
formulation [5] is compared to the low complexity version
of Section III and to the conventional two-step and direct ap-
proaches. The low complexity iterative estimation performs
very close to the original formulation. The convergence of
the low complexity solution is illustrated in Fig. 3. The
performance gain becomes negligible after six iterations.

In terms of implementation complexity, our original al-
gorithm formulation requires for each iteration to compute
posterior PDF’s on a fine and fixed grid for both delay
and position estimations. This makes the complexity of
the original formulation close to the DPE solution after
a few iterations. Replacing the Bayesian MMSE position
estimator of [5] by the WLLS estimator of Section III
drastically reduces the complexity increment of each iteration
in our low complexity formulation. Considering a uniformly
distributed prior for the delay estimator allows to shrink
the search intervals with the iteration index. Although the
cost of the reformulated delay estimation step dominates
for the first iteration, it becomes negligible compared to the
WLLS position estimator after a few iterations. This makes
the complexity increment linked to iterations two to six
negligible compared to the first iteration, the computational
cost of this first iteration being comparable to the two-step
approach.

V. CONCLUSION

In this paper, we propose a low complexity formulation
of a time-of-flight based iterative localization method. Our
approach drastically reduces the computational effort com-
pared to the formulation proposed in literature and proves
to have an implementation cost comparable to the traditional
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Fig. 2: Performance comparison of the localization algo-
rithms. Average distance error as a function of the SNR at
the centre BS.

-10 -5 0 5 10 15

SNR at center [dB]

0

5

10

15

20

25

30

35

d
is
ta
n
ce

er
ro
r
[m

]

iteration 1
iteration 2
iteration 3
iteration 4
iteration 5
iteration 6
iteration 7

Fig. 3: Convergence of the low complexity iterative localiza-
tion algorithm.

two-step localization. We show by numerical simulations that
our efficient algorithm performs close to the optimal direct
localization solution at a much lower computational cost.
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