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 PREFACE

This book contains the scientific contributions to the
4th International Brain-Computer Interface Workshop
and Training Course 2008, held in Graz, Austria.
From the very beginning about 17 years ago, a growing
number of research groups around the world started
to develop and investigate Brain-Computer Interfaces
(BCIs). To date, alternative approaches or pro-
totypes, using different types of electrophysiological
brain signals or metabolical changes in the brain,
training/control paradigms or operating modes, are
available and to be evaluated in practical use.
Exemplarily, the use of a self-paced BCI, which analy-
ses the brain signals sample by sample and therefore,
produces a decision sample by sample is mandatory
for a real world application. The challenge here is to
define a system which deals not only with the inten-
tional control (e. g., motor imagery-related brain pat-
terns), but also to handle the non-control state. With
such a system users gain full control over timing and
speed of communication.
Improvements in the emerging field of BCI research
and development depend largely on cooperation be-
tween scientists and research groups of different fields.
The interdisciplinary co-operation among neuroscien-
tists, engineers, psychologists, and rehabilitation spe-
cialists is a necessary requisite. But also constructive
collaboration and exchange of experiences and infor-
mation between the involved research groups as well
as creating the right community of young scientists are
essential for a field like this. And finally, the work with
user groups and clinics helps BCI researchers to refine
and fine tune their systems for the “real” application
to disabled persons.
After the positive responses to the previous BCI meet-
ings, we were encouraged to organize a fourth meeting
in Graz. In this 4th International Brain-Computer In-
terface Workshop and Training Course 2008 we offer a
separate Training Course (especially dedicated to new
researchers in the field), and the Workshop – the sci-
entific part of the meeting.

This issue is devoted to the scientific contributions of
the participants. The submitted papers were peer-
reviewed with the help of external reviewers. We want
to acknowledge the work of the following colleagues
who contributed with their expertise and knowledge:

Brendan Z. Allison Benjamin Blankertz
Peter Desain John Q. Gan
Rolando Grave Kurtulus Izzetoglu
Andrea Kübler Donatella Mattia
Dennis J. McFarland Klaus-Robert Müller
Muhammad Naeem Gerwin Schalk
Reinhold Scherer Michael Tangermann
Carmen Vidaurre Selina Wriessnegger

The contributions cover a wide range of topics, includ-
ing methods of signal processing and feature extrac-
tion, new methods of classification, different types of
presenting feedback, and software/hardware develop-
ment.
We are grateful that outstanding experts in the field,
namely Fernando H. Lopes da Silva (University of Am-
sterdam), Andrea Kübler (University of Roehampton),
and José del R. Millán (IDIAP, Switzerland) were able
to accept our invitation to present keynote addresses
at the Workshop.
We gratefully acknowledge the support of the Graz
University of Technology for providing the facilities
and thank the staff of the Institute of Knowledge Dis-
covery, BCI Lab, for their dedicated assistance.

We hope that the content and scope of our program
contributes to a successful and constructive 4th In-
ternational Brain-Computer Interface Workshop and
Training Course 2008!

The Editorial Board

Participants of the 3rd International Brain-Computer Interface Workshop and Training Course 2006.
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Abstract

Brain-computer interfaces (BCIs) provide a non-muscular communication channel for pa-
tients with late-stage motoneuron disease (e. g. amyotrophic lateral sclerosis (ALS)). The
performance of BCI users, in particular of patients, can vary substantially from session to
session. This could be due to technical problems caused by non-laboratory field conditions,
but may also be due to fluctuations of physiological parameters that could be evident in the
electroencephalogram (EEG) of the user. We analyzed visual P300 BCI sessions from one ALS
patient over the course of two years to determine correlations between BCI performance and
spectral components of the EEG. Classification performance in individual runs was compared
to power in the base frequencies of the EEG, i. e. the Delta, Theta, Alpha and Beta bands.
Our results show low to moderate but significant correlations of spectral power in the high
alpha and low beta band, at parietal-occipital electrode positions during baseline recording
before each training, and with performance in subsequent training. In order to confirm alpha
and beta band power as predictors of P300-BCI performance more patient data will be ana-
lyzed in a future study. The ultimate goal of this endeavour is to find a set of physiological
and psychological predictors of performance, possible explanations for variance in signal clas-
sification, and reasons for failure of classification. Moreover, physiological parameters may
eventually serve as reliable predictors of BCI performance on a session to session basis.

1 Introduction

Brain-computer interface (BCI) systems provide a means of communication for locked-in state
(LIS) patients or serve as an aid in motor restoration after paralysis [1]. Various BCI paradigms
based on components of the electroencephalogram (EEG), such as slow cortical potentials (SCPs),
sensorimotor rhythms (SMR) and event-related potentials (ERPs), have been used extensively
with patients in the LIS [2]. In our laboratory, most of the patients using a BCI were diagnosed
with amyotrophic lateral sclerosis (ALS). Three of these patients have been trained continuously
on a weekly basis over the last two years with a BCI based on the P300 event-related potential
(ERP) [3]. In this type of BCI, the user focuses on a single cell of a matrix on a computer screen
usually containing 6 × 6 symbols. The rows and columns flash randomly. Whenever the cell the
user is attending to lights up, due to one of the random flashes, a P300 is elicited. Depending on
the application, this system is used for various tasks, such as surfing the internet, but is primarily
used for spelling, i. e. communication [4, 5].

Despite the success of using a P300 BCI with patients, experience has shown that there is
considerable variance in the performance on a session-to-session basis. If technical reasons for such
a fluctuation can be ruled out, physiological factors may be the cause of such fluctuations. These
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can affect the latency and amplitude of the P300, which in turn have an impact on the performance
of the classifier used in the BCI system. Previous studies, which analyzed the relationship between
background EEG and P300 amplitude, have shown a positive correlation between the two [6, 7].
The strongest correlations were observed in the delta, theta and lower alpha bands.

In an effort to find predictors of performance in a P300-BCI, the current study investigates
whether EEG spectra extracted from the baseline periods of each BCI session are correlated to
performance in the subsequent training session. The ultimate goal is to find reliable physiological
predictors of BCI performance, to explain the session-to-session variance in performance and
reasons for classification failures.

2 Methods

We used data from one ALS patient who participated in previous BCI studies for this pilot
analysis. Baseline periods were extracted from the recordings and transformed into frequency
domain. A new classifier was trained on the epochs when the matrix was flashing and applied to
the data to obtain hit-rates for individual runs. Correlation coefficients between the spectra and
the classification rate were then calculated over all runs.

2.1 Dataset

Data from only one patient (female, age 39, ALS diagnosed 12 years ago, sporadic, spinal, not
ventilated or tube-fed) was used in this pilot analysis. We chose this patient because she used
the BCI system most regularly of all our patients. Training has started in May 2006 and is still
continuing. All data were recorded using either a g.tec g.MOBIlab (8 channels) or g.USBamp
(16 channels) amplifier. An 8 channel subset of the 16 channel sessions was used to render the
electrode locations identical. The 8 electrodes were placed according to the international 10–20
system (Fz, Cz, Pz, P3, P4, Oz, Po7, Po8). Ground and reference were positioned at the mastoids
(A1 and A2). The sampling frequency was set to 256 Hz. High and low pass filtering was applied
offline during the analysis. EEG recording and stimulation was performed using the P300 speller
modules contained in the BCI2000 software [8]. In total 197 runs were used in the analysis, in
which 1200 letters were spelled (6.1 letters per run). Either 6 × 6 (15 runs) or 7 × 7 (182 runs)
matrices were used. On average 6.5 flashes of each row and column were presented to the patient
per selection of a single letter. This results in 92547 non-target epochs and 15600 target epochs.
Mean duration of a flash was 67.3 ms, mean interstimulus interval 118.7 ms and mean intersequence
interval 7.46 s. A sequence consisted of either 12 or 14 flashes (one flash per row and per column).
The intersequence intervals result in a total of 149 min of baseline EEG which are on average 45.5 s
per run.

2.2 Classification

Using stepwise linear discriminant analysis (SWLDA) data was classified on a run-by-run basis,
with a run being a whole word spelled by the user. This analysis is based on Fisher’s linear
discriminant (FLD), but performs an additional feature reduction that progressively selects the
most discriminant features and eliminates the least predictive ones. This method was also used
in [3] and proved its feasibility for this type of analysis. Despite its simplicity this algorithm was
shown to be competitive against more elaborate methods [9]. The classifier was retrained for the
classification of each run on a leave-one-run-out basis. Meaning that the run to be classified was
excluded from contributing to the classifier. Five stimulus repetitions (i. e. five flashes of each
row and column of the matrix) were averaged to obtain the ERPs. The low number of flashes
was chosen to avoid ceiling effects caused by the classification accuracy. Before classification the
signals were high-pass filtered at 1 Hz and low-pass filtered at 20 Hz.
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Figure 1: Overview of correlations between spectral power in dB at frequencies in Hz and classifi-
cation accuracy of individual runs in %. All eight channels used for classification of the data are
shown. All graphs showing p-values are scaled from 0 to 0.05 to allow a quick assessment of which
frequency bands are significant. The graphs showing Spearman’s ρ are scaled from −0.2 to 0.2.

2.3 Analysis

Pre- and post-sequence intervals from the BCI training sessions were used to obtain EEG signals
to calculate the baseline spectra. No additional filtering was applied. Power spectra were obtained
in dB using Welch’s method [10]. Spearman’s ρ was calculated between the spectra and the clas-
sification accuracies. p-values for Spearman’s ρ were calculated using permutation distributions.
All calculations were carried out in Matlab 7.5.

3 Results

Figure 1 shows correlations of the power in frequencies from zero to 30 Hz and their significance
for all eight channels that were analyzed. The analysis is restricted to the frequency bands delta
(2–4 Hz), theta (4–8 Hz), alpha1 (8–10.5 Hz), alpha2 (10.5–13 Hz), beta1 (13–20 Hz), and beta2
(20–30 Hz). All significant correlations were negative.

The correlations increase from frontal to occipital channels. Correlations in central and frontal
channels were weak with p-values close to or above 0.05. Po7, Po8 and Oz all show significant
correlations from 15–20 Hz. Po7 is also the channel with the single highest correlation value
(ρ = −0.25, p = 0.00 at 18 Hz). For an overview see Table 1.

In Figure 2 accuracy per run and spectral power for channel Po7 are plotted on a scale from
zero to one. The inverse relationship between power and accuracy is clearly visible in the first 75
runs. In later runs the relationship becomes less clear. This might be due to the fluctuations in
the 18 Hz band and classification accuracy.

To further illustrate the correlation of performance with the 18 Hz band, on channel Po7, we
split the runs in two groups. The first group contained those runs with power in the 18 Hz band
below the median value over all runs (5.25 dB), the second group those with 18 Hz power above
the median. Figure 3 shows that the accuracy for those runs with 18 Hz power below the median
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Electrode/Band delta theta alpha1 alpha2 beta1 beta2
Fz *
Cz
P3 * * *
P4 * * * * *
Po7 * * * * * *
Po8 * * * * * *
Pz * * * *
Oz * * * * * *

Table 1: Overview of significant frequency bands for all electrodes (p < 0.05). The bands and
electrodes with more significant correlations (p < 0.005) are emphasized by using bold print.
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Accuracy in %
Power at 18 Hz
on Po7
9th degree fitted
 to power
9th degree fitted
to accuracy

Figure 2: Mean power spectrum at 18 Hz versus accuracy in percent on channel Po7. The spectra
are represented as power in dB (scaled from zero to one) per run. The accuracy is represented
as classification result in % correct (also scaled from zero to one) per run. Two polynomials are
fitted to the data to make the inverse relationship between power and accuracy clearer.

have a higher mean classification accuracy (80.0 % correct with 5 flashes) then those runs with
high 18 Hz power (73.4 %).

4 Discussion

Our data show a negative correlation between performance with a P300 BCI and power in the
baseline frequency spectra. This correlation is strongest on the parietal-occipital channels (Po7,
Po8 and Oz) in the 15 to 20 Hz band. This is contradictory to the findings in [6, 7] where positive
correlations between P300 amplitude (which should have a positive influence on classification) and
baseline spectra were reported for an auditory oddball task. Bearing in mind that using a BCI
comprises a cognitively more demanding task than an auditory oddball, the two results might not
be directly comparable. Generally, large desynchronization of the EEG is associated with cognitive
processing caused by frequency changes and phase shifts of the involved neural networks [11]. In
contrast large scale synchronization of the EEG, in particular in the alpha band, reflects neural
networks oscillating at the same phase and frequency. This is considered to be a sign of mental
inactivity. Alpha and beta activity were also found to be connected to attention and cognitive
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Figure 3: Distribution of classification accuracy above and below mean power at 18 Hz on electrode
Po7. Mean accuracies for low power are at 80.0 %, for high power at 73.4 %. Each box has a line
at the lower quartile (bottom line), median (middle line) and upper quartile values (top line). The
whiskers extending from the boxes show the range of the rest of the data. If data lies beyond the
reach of the whiskers (1.5 times interquartile range) it is marked with a plus symbol.

processing, respectively, though whether a synchronization or desynchronization could be observed
was dependent on the task [12]. Beta suppression was found e. g. when subjects performed reading
and arithmetic tasks [13]. Therefore, the negative correlation between power and accuracy could
be an indicator of the cortical resources being recruited for the BCI task. This would indicate that
the mental states, affecting the baseline spectra and BCI performance, are directly connected.

An alternative explanation would be that strong oscillations in the baseline frequencies have
a negative influence on the classifier that we used without being directly related to the BCI task.
If this were the case frequency filtering of the data with a low-pass at e. g. 8 Hz and above 1 Hz
should remove the oscillations that interfere most with classification. Re-classification of the data
showed, however, that the mean classification accuracy at 5 sequences decreases from 76.7 % to
71.0 %. This supports the hypothesis of a direct correlation between baseline spectral power and
BCI performance. Nonetheless, further analysis with different classifiers and frequency bands is
needed.

5 Conclusion

These findings could either be used to adapt a classifier to be invariant to base frequency changes
or to recognize physiological states of the BCI user that cause bad performance. Both might
reduce frustration of the user in subsequent sessions.

In the future, this should be repeated with more data from different patients. Additionally, a
comparison with healthy subjects could reveal whether the effects found in this study were specific
for ALS patients. Finally, the analysis method could be adapted to find non-linear relationships.
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Abstract

In this paper we report on the results of the validation of a general procedure for foot
motor imagery classification. The proposed methods use a spatial filter in the form of a
single Laplacian derivation at electrode position Cz. Ongoing electroencephalogram (EEG) is
described with band power features from 6 to 36 Hz using time segments of one second. A pair
of support vector machines (SVM) is trained to detect event-related desynchronization and the
post-imagery beta synchronization individually from any other brain activity. A simulation
of an asynchronous Brain-Computer Interface (BCI) is used to validate the method using
the true positive rate (TPR) and false positive rate (FPR) as performance measurements.
Both SVM are trained to predict the posterior probability of the motor imagery event-related
patterns. With this information and the assumption of independence, both probabilities are
combined. The results of three subjects show a maximum TPR of 0.53, 0.73 and 0.93 (for a
fixed FPR≤ 0.10). Each performance is individually examined and analyzed.

1 Introduction

Execution of limb movement and the imagination of the same movement results not only in a
desynchronization (event-related desynchronization, ERD) of the sensorimotor rhythms, but also
in a beta rebound (beta event-related synchronization, beta ERS) after the termination of the
motor task [1, 2, 3]. This means that two different physiological phenomena (ERD and beta ERS)
are characteristic for a motor task. Both phenomena have a time span of 1.5 to 2 seconds when the
motor task is short-lasting (e. g., brisk motor imagery). Of special interest is the midcentral region
with the foot representation area and the supplementary motor area close to the vertex. It has
been reported that not only foot movement but also hand movement involves the supplementary
motor area and reveals a midcentral beta rebound [4].

Here we investigate whether foot motor imagery (MI) can be detected in the ongoing EEG
with a simulation of an asynchronous Brain-Computer Interface (BCI) when both phenomena
(ERD/ERS) are used for classification. Furthermore, a general procedure for the classifier setup
(training and testing) is proposed and validated.

2 Methods

2.1 Data description

Recordings from three healthy subjects (S1, S2 and S3) were collected during cue-based MI. Each
subject performed three runs of 30 trials each. All runs were conducted on the same day with
several minutes in between. In the paradigm, a cross was presented at t = 0 s; then at t = 2 s, an
arrow pointing downwards was displayed as a cue and the subject was asked to imagine a brisk
movement (dorsiflexion) of both feet. The duration of MI was about one second. At t = 3.25 s
the cue and at t = 6 s the cross disappeared. At the end of the trial (t = 7.5 s) a random
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Figure 1: Labeling procedure and period definition. Event-related synchronization followed by
an event-related desynchronization (average power from MI data from subject S3). The inten-
tional control periods (ICP, shown at the bottom) are defined from the information related to the
paradigm timing.

inter-trial interval between 0 and 1 s was presented. Sixteen Ag/AgCl electrodes placed over
the sensorimotor area were used to record monopolar EEG signals (Guger Technologies, Graz,
Austria) with a sampling frequency of 250 Hz. Reference and ground electrodes were located at
the left and right mastoid, respectively. From this data one small Laplacian derivation [5] at the
electrode position Cz was computed using orthogonal neighbor electrodes (anterior, posterior and
both lateral). Further details about the data collection can be found in [6].

2.2 Feature extraction

Each trial was analyzed using time segments of 1 s in length with an overlap of 500 ms from t = −1 s
to t = 9 s relative to the start of a trial (cue was presented at t = 2 s). The spectral description of
each segment was computed by means of logarithmic band power: (i) band-pass filtering (62 order
FIR), (ii) squaring the value of each sample, (iii) averaging all samples within the time segment
and (iv) applying the logarithm. A feature vector of twenty nine features (frequency components
from 6 to 36 Hz with a length of 2 Hz and an overlap of 1 Hz) was used for the full description of
band power in EEG during MI.

Only the information related to MI (ERD or ERS) was labeled as class 1. All patterns were
labeled twice for the classification of either ERD or ERS against all other brain activity. The
ERD patterns during MI from t = 2.5 s to t = 3.5 s were labeled as class 1, all others patterns
were labeled as class 0. In a similar way, ERS patterns after MI (t = 4 s to t = 5 s) were labeled
as class 1. Figure 1 shows the labeling procedure for each trial.

The period where patterns are labeled as class 1 is from now on referred to as intentional
control period (ICP). As a consequence, the rest of the time is referred to as non-intentional
control period (NICP). Because ERD and post-movement ERS share slightly different frequency
components [6] and only the latter coincides with the excitability level of motor cortex neurons,
ERD and ERS can be described as mutually exclusive.

2.3 Pattern recognition

Two classifiers were trained for individual detection of ERD or ERS within their respective ICP.
Support vector machines (SVM) with Gaussian kernels were used for this task. One (training) run
was used to train a SVM with a specific combination of parameters (the performance of the SVM
depends on the regularization parameter C and the width of the kernel σ). The performance of
this classifier was estimated using a 10-fold cross validation. A test was made with the patterns
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from a second (testing) run and the values of true positive rate (TPR) and false positive rate
(FPR) were stored. Following this step, a new set of parameters {C, σ} was tested with the same
approach.

After testing several combinations, the parameters C and σ, associated with the best perfor-
mance (smallest FPR and highest TPR), were selected to train a new SVM with the data from
the training run. The SVM model was also trained for posterior class probability estimation [7, 8].
The trained SVMs were used to compute the ERD and ERS posterior probability of the patterns
obtained from a validation run (a third run not used to train/test the classifier). This run was
described using the same number of logarithmic band power features for time segments of 1 s in a
simulation of an online asynchronous system.

2.4 Evaluation

The output of each classifiers was additionally post-processed with three simple parameters: (i)
a threshold, (ii) a dwell time dwell time and (iii) a refractory period refractory period [9]. The
dwell time and refractory period values were set at 62 samples (248 ms) and 500 samples (2 s),
respectively. The threshold was selected from a receiver-operator characteristics curve analysis.
For evaluation the ICP was extended to two seconds, from t = 2.5 s to 4.5 s for ERD and from
t = 3.5 s to 5.5 s for ERS. This was done since the ERD or ERS patterns may be presented at any
time after the cue.

The values of TPR and FPR were computed by event detection. An event was detected every
time that a consecutive number of samples equal to the number of samples during the dwell time
exceed the threshold. After this, all events were suppressed during the refractory period. If the
event was detected during the new ICP definition (relative to the cue) a true positive was counted
in other case the event counted as a false positive.

2.4.1 Combination of MI related information

Information about ERD and ERS were combined to enhance the accuracy and minimize false
negatives, under the following assumptions:

1. ERD is present in all MI tasks

2. If an ERS is present, it is always after an ERD

3. Classifications of ERD and ERS are independent of each other

Following this the joint probability can be computed as the product of the independent event
probabilities: P (ERD,ERS) = P (ERD) · P (ERS), where P (ERD) and P (ERS) are the estimated
probabilities for each event. This combination was called the

∏
-rule. The physiological evidence

behind the
∏

-rule make it impossible that both events occur at the same time thus the P (ERD)
is delayed by 1 s to match the ICP for ERS and then computing their product.

3 Results

Table 1 shows the performance from the three subjects. All results were obtained as the highest
TPR value achieved for a FPR ≤ 0.10.

In Figure 2 the time-frequency maps from all three MI runs are shown together with a few
examples of single trial EEG and the average probability for each classifier.

Time-frequency maps were computed for each subject using the data from all three MI runs.

4 Discussion

All subjects presented an acceptable performance for at least one of the validation runs. Subject
S1 attained a maximum TPR of 0.60 (FPR ≤ 0.08) for runs #2 and #3. Subject S2 achieved
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ID RUN P (ERD) P (ERS)
∏

-rule
TPR FPR TPR FPR TPR FPR

S1
#1 0.33 0.09 0.40 0.06 0.37 0.07
#2 0.17 0.08 0.50 0.09 0.60 0.07
#3 0.07 0.05 0.57 0.09 0.60 0.08

S2
#1 0.43 0.06 0.20 0.07 0.27 0.07
#2 0.50 0.09 0.07 0.07 0.53 0.06
#3 0.17 0.08 0.23 0.09 0.27 0.08

S3
#1 0.10 0.08 0.43 0.05 0.53 0.07
#2 0.63 0.06 0.53 0.08 0.70 0.06
#3 0.60 0.09 0.70 0.08 0.70 0.06

Table 1: Performance for the different classification approaches based on P (ERD), P (ERS) and
the

∏
-rule. The highest individual performance (TPR ≥ 0.50) is highlighted with a bold face.

RUN indicates the number of the run used for validation.

Figure 2: Visualization of ERD, ERS and their average probability. Top: ERD/ERS maps show
the significant changes in power relative to a reference period (gray box from t = 0.5 s to t = 1.5 s).
Middle: Examples of single trial EEG. Bottom: The average posterior probability for class 1 is
plotted for ERD (solid line), ERS (dotted line) and the

∏
-rule (bold line). Their respective ICP

for validation is shown at the very bottom. In all cases the cue appearance is presented with a
vertical solid line (at t = 2 s) and ERS is marked with dotted lines/circles.
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ID RUN P (ERD) P (ERS)
∏

-rule
TPR FPR TPR FPR TPR FPR

S1
#1 0.33 0.09 0.37 0.07 0.50 0.08
#2 0.30 0.09 0.50 0.09 0.57 0.07
#3 0.13 0.00 0.50 0.09 0.73 0.09

S2
#1 0.57 0.05 0.23 0.04 0.50 0.05
#2 0.73 0.08 0.13 0.08 0.53 0.08
#3 0.23 0.09 0.33 0.09 0.43 0.09

S3
#1 0.13 0.09 0.93 0.07 0.93 0.05
#2 0.77 0.08 0.57 0.09 0.73 0.07
#3 0.47 0.10 0.90 0.09 0.83 0.06

Table 2: Performance measurements after adaptation of ICP. From the probability curves, the
detection ICP values for P (ERD), P (ERS) and

∏
-rule based classifiers were changed to: (S1)

ERD from t = 2 s to t = 4 s, ERS from t = 3 s to t = 5 s; (S2) ERD from t = 2 s to t = 5 s, ERS
from t = 2 s to t = 5 s and (S3) ERD from t = 2.5 s to t = 5 s, ERS from t = 3 s to t = 5.5 s. In all
cases the ICP for

∏
-rule and ERS have the same ICP.

a top performance of 0.53 (FPR = 0.06) just for run #2. The best subject was S3 achieving a
maximum of 0.70 (in validations with run #2 and #3, FPR 0.06). In all cases the maximum
performance was reached with the use of the

∏
-rule. The difference between this rule and the

best individual performance was between −0.03 and 0.10 (except S2 run#1).
The ERD/ERS patterns shown in Figure 2 are useful for understanding the differences in the

individual performances. The best subject (S3) shows a large ERS pattern centered around 20 Hz
after t = 4 s. The single trials show bursts related to power increase around the same time point.
For the other subjects (S1 and S2), the ERS forms a smaller and more widespread pattern around
25 Hz at t = 4 s. Although the ERS is small for subject S1, the highest intensity is localized in
a small area. Subject S2 shows an ERS pattern with several local maxima. Additionally, bursts
in single trial EEG from the same subject are not easily identifiable. A closer look on the single
trials revealed that not all of them presented neither ERD nor ERS, which is directly responsible
for a bad training set and a small number of true intentional control events, e. g., S2 where runs
#1 and #2 are similar while run #3.

ERD patterns are present in the maps from subjects S1 and S3; however, their localization just
after the cue and outside the ICP for ERD makes their discrimination capabilities hard to express.
If an ERD pattern is present between t = 2 s and t = 2.5 s, the feature vector that describes that
pattern will be labeled as class 0. It can be seen that the ERD is very short lasting for S3,
but it is present until t = 3.5 s for S1. The existence of patterns describing ERD (or perhaps
ERS) inside and outside the ICP is misleading for the classifier (optimization of the SVM). In
Figure 2 the average posterior probability estimation for each subject is shown. Noteworthily,
both individual classifiers have almost the same output for subject S2, which indicates that both
SVM are describing the same phenomenon, most likely ERS, since almost no ERD is present in
subject S2’s map.

Several points can be ascertained from the average probabilities: (i) ERD and ERS can be
discriminated one from each other and both from any other brain-state, (ii) posterior probability
value is changing shortly before and after the actual event definition (either ERD or ERS), (iii) the∏

-rule improves classification when both events are correctly described and detected; however,
its classification value will be as good as the best individual event. Poor performance due to the
definition of the ICP for validation was confirmed by changing its localization. New ICP intervals
were selected from the probability averages in Figure 2. The results are presented in Table 2. All
subjects and all runs (except S2 run #3) show TPR values over 0.5 for the classification based on
the

∏
-rule.
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5 Conclusions

The methods described in this paper have shown to be appropriate to describe the ERD/ERS
patterns and differentiate them from no MI patterns. All subjects showed acceptable performance
when the detection interval was individually chosen. Generalization of the method was proven
while all classifiers were trained in the same manner with predefined parameters from task-related
and physiological knowledge. Combination of ERD and ERS by the

∏
-rule succeed in preserving

the classification accuracy of an ERD/ERS based asynchronous BCI. Tests were made with feature
selection showing no difference with the use of the complete feature set.
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[1] R. Salmelin, M. Hämäläinen, M. Kajola, and R. Hari. Functional segregation of movement
related rhythmic activity in the human brain. Neuroimage, 2:237–243, 1995.

[2] C. Neuper and G. Pfurtscheller. Evidence for distinct beta resonance frequencies in human
EEG related to specific sensorimotor cortical areas. Clin. Neurophysiol., 112:2084–2097, 2001.

[3] G. Pfurtscheller, C. Neuper, C. Brunner, and F. H. Lopes da Silva. Beta rebound after different
types of motor imagery in man. Neurosci. Lett., 378:156–159, 2005.

[4] G. Pfurtscheller, C. Neuper, K. Pichler-Zalaudek, G. Edlinger, and F. H. Lopes da Silva. Do
brain oscillations of different frequencies indicate interaction between cortical areas in humans?
Neurosci. Lett., 286:66–68, 2000.

[5] B. Hjorth. An on-line transformation of EEG scalp potentials into orthogonal source deriva-
tions. Electroencephalogr. Clin. Neurophysiol., 39:526–530, 1975.

[6] G. R. Müller-Putz, D. Zimmermann, B. Graimann, K. Nestinger, G. Korisek, and
G. Pfurtscheller. Event-related beta EEG-changes during passive and attempted foot move-
ments in paraplegic patients. Brain Res., 1137:84–91, 2007.

[7] C.-C. Chang and C.-J. Lin. LIBSVM: a library for support vector machines, 2001. Software
available at http://www.csie.ntu.edu.tw/~cjlin/libsvm.

[8] T. Wu, C. Lin, and R. Weng. Probability estimates for multi-class classification by pairwise
coupling. J. Mach. Learn. Res., 5:975–1005, 2004.

[9] G. Townsend, B. Graimann, and G. Pfurtscheller. Continuous EEG classification during motor
imagery – simulation of an asynchronous BCI. IEEE Trans. Neural Syst. Rehabil. Eng., 12:258–
265, 2004.

19

4th Int. BCI Workshop & Training Course 2008



 

 

 

Multi-class independent common spatial patterns: exploiting
energy variations of brain sources

C. Gouy-Pailler1, M. Congedo1, C. Brunner2, C. Jutten1 and G. Pfurtscheller2

1GIPSA-lab, CNRS/UJF-UPMF-Stendhal, Grenoble, France
2Institute for Knowledge Discovery, BCI Lab, Graz University of Technology, Graz, Austria

cedric.gouypailler@gipsa-lab.inpg.fr

Abstract

This paper presents a method to recover task-related sources from a multi-class Brain-
Computer Interface (BCI) based on motor imagery. Our method gathers two common ap-
proaches to tackle the multi-class problem: 1) the supervised approach of Common Spatial
Pattern (CSP) to discriminate between different tasks; 2) the criterion of statistical indepen-
dence of non-stationary sources used in Independent Component Analysis (ICA). We show
that the resulting spatial filters have to be adapted to each subject and that the combined use
of intra-trial and inter-class energy variations of brain sources yield an increase of classification
rates for four among eight subjects.

1 Introduction

The ultimate goal of Brain-Computer Interfaces (BCIs) is to provide disabled people suffering from
severe motor diseases with a tool to restore communication and movement [1]. A typical example
of a BCI is based on movement imagery, which results in somatotopic brain signal variations in
specific frequency bands [2].

On the one hand, Independent Component Analysis (ICA) has been widely used for analyzing
and cleaning brain signals in electroencephalography (EEG). This approach, initiated in the early
90’s by Jutten and Hérault [3], aims at tackling the Blind Source Separation (BSS) problem (nei-
ther the mixing matrix nor the sources are known) by assuming mutual statistical independence
between sources. Such models have proved useful to increase classification rates of BCIs [4, 5], but
do not use a priori information about the tasks, namely the labels of tasks during the training step.
Different separation principles can be used to tackle the BSS problem. They depend on the sta-
tistical properties of sources, and on how statistical independence is evaluated. When sources are
assumed to be independent and identically distributed (iid), non-gaussianity of sources is required,
which involves higher order statistics or mutual information. The non-gaussianity assumption case
can be relaxed, yielding other families of algorithms based on second order statistics and requiring
coloration or time-varying energy [6].

On the other hand, the goal-oriented approach of Common Spatial Pattern (CSP) has been
introduced in [7]. The idea of CSP is to find the linear combination optimizing the ratio between
within-class scatter and the mixture scatter matrices. From a methodological point of view, it is
nothing but an exact joint diagonalization of two matrices, hence very similar to Approximate Joint
Diagonalization (AJD). This approach proved useful to discriminate two motor imagery tasks but
suffers from a lack of generalization to multi-class problems. A one-versus-rest (OVR) approach
is often used to generalize the approach to multi-class discrimination problems. Following ideas
from [8], an extension to multi-class problems has been proposed in [9, 10]. These approach were
based on AJD of sample covariances matrices.

Extending the work of [9, 10], this paper presents an approach to use intra-trial energy vari-
ations of sources and inter-class diversity. Our method is compared to CSP and the approach
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proposed in [9]. The quality of separation is assessed by classification rates in a 8-subject 4-class
motor imagery experiment (left hand, right hand, foot and tongue). The remainder of this paper
is organized as follows: in Section 2, we present the experimental paradigm, Section 3 provides
the reader with the detailed description of our method; finally we present and discuss results.

2 Subjects and experimental paradigm

In this study, the EEG data of eight subjects (three females and five males with a mean age of 23.8
years and a standard deviation of 2.5 years, [4, 5]), recorded during a cue-based four-class motor
imagery task, was analyzed. Two sessions on different days were recorded for each subject, each
session consisting of six runs separated by short (a couple of minutes) breaks. One run consisted
of 48 trials (12 for each of the four possible classes), yielding a total of 288 trials per session.

As mentioned above, the paradigm consisted of four different tasks, namely the imagination
of movement (motor imagery) of the left hand, right hand, foot, and tongue, respectively. At the
beginning of each trial (t = 0 s), a fixation cross appeared on the black screen. In addition, a short
acoustic warning tone was presented at this time instant. After two seconds (at t = 2 s), a cue in
the form of an arrow pointing either to the left, right, down or up (corresponding to one of the
four classes left hand, right hand, foot or tongue) appeared for 1.25 s, prompting the subjects to
perform the target motor imagery task. No feedback (neither visual nor acoustic) was provided.
The subjects were asked to carry out the mental imagination until the fixation cross disappeared
from the screen at t = 6 s. A short break followed, lasting at least 1.5 s. After that, the next trial
started. The paradigm is illustrated in Figure 1 (a).

0

Fixation cross
Cue

Motor imagery Break

1 2 3 4 5 6 7 8

Beep

t (s)

C4CzC3

Fz

Pz

(a) Experimental paradigm

Band­pass filter 
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Spatial Filter 
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Linear Projection
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Features 
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Classification
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Features 
computations

1

(b) Method Overview

Figure 1: (a): Timing scheme of the BCI paradigm and electrode setup of the 22 channels. (b)
Method overview.

22 Ag/AgCl electrodes (with inter-electrode distances of 3.5 cm) were used to record the EEG,
the setup is depicted in Figure 1. Monopolar derivations were used throughout all recordings,
where the left mastoid served as reference and the right mastoid as ground. The signals were
sampled at 250 Hz and bandpass-filtered between 0.5 and 100 Hz. An additional 50 Hz notch filter
was enabled to suppress power line noise.

Although a visual inspection of the raw EEG data was performed by an expert, no trials
were removed from the subsequent analysis in this study in order to evaluate the robustness and
sensitivity to outliers and artifacts of each model. Three EOG channels and one ECG channel
were also used to measure electrophysiological activity of the subjects.
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3 Methods

We begin by stating the notations. x ∈ RN represents EEG data, recorded at N electrodes at each
time t. In this work, we aim at finding a linear transformation of the data s = WTx to increase
the classification rate. The following section presents different methods for finding W , based on
different criteria. Intentions of the users are called classes and indexed k ∈ [1 . . . 4].

Figure 1 (b) shows an overview of the whole processing stage during the training and the
test step. The spatial filter computation is done according to the different methods described
below. The training step is used to fix some of the parameters of the method whereas the test step
consists in applying the procedure to unseen data with previously fixed parameters. The dashed
lines represent information, which is shared between learning and test steps.

3.1 Method 1: Common Spatial Patterns

The idea of Common Spatial Patterns (CSP) [7] for two-class problems is to find the more dis-
criminative spatial filters v ∈ RN , which optimizes the Rayleigh quotient

{min,max}
vTCxx|k=1v

vTCxx|k=1,2v

where Cxx|k=i is the covariance matrix of the data belonging to class ci. This optimization problem
can be solved by a generalized eigenvalue decomposition method. An advantage of this technique
is that spatial filters are ranked according to their discriminative power, thus allowing to select
specific features dimension L. Computations are also exact and fast. Although this method is
optimal for two-class problems, extensions to multi-class paradigms is not straight-forward. We
use in the following a One-Versus-Rest CSP to generalize to multi-class problems.

3.2 Multi-class independent common spatial patterns

Whereas some algorithms try to maximize independence, e. g. using non-gaussianity of the sources
without considering time structure, another way to separate source components is to consider
simple time structures within the data. The goal of our work is to study the performance of some
simple time structures. We thus look for some kind of non-stationarity in the data.

The general framework is that we are trying to recover sources s(t) related to each task by
assuming the simplest source separation model for linear mixtures of sensor measurements x(t):

x(t) = As(t) (1)

where A is the mixing matrix and s are the sources. The separation principle given by Pham and
Cardoso in [6] aiming at exploiting slow-varying variances of sources yields the joint diagonalization
of covariance matrices.

The observation interval is partitioned into Q parts: Tq, with q ∈ [1 . . . Q]. For each time
interval, we define the covariance matrix:

Cxx(Tq) = Et∈Tq (x(t)x(t)T )

Then, the estimation of the separation matrix B = A−1 is done by approximately jointly diago-
nalizing the set

S = {Cxx(Tq)|q ∈ [1 . . . Q]}.

This joint diagonalization may be performed for example by the Pham’s algorithm [6]
A priori knowledge about the performed tasks during training is included by considering only

task-specific covariance matrices. This makes our approach close to CSPs but with the advantage
of inherently being a multi-class approach.
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3.2.1 Model-based source separation for spatial filtering

In the following, Ek(·) will denote the average across all trials related to class k. Cxx(t ∈ [t1, t2], k)
will denote the set of covariance matrices for every trial of one session of a subject for task k
computed with EEG in the time domain between t1 and t2.

Different kinds of diversities are to be considered in the following models:

1. Inter-class diversity (ICD): sources related to motor imagery have a varying energy among
classes. We exploit the fact that a source active for one mental task is active with a different
energy (or not active at all) for another mental task. This kind of diversity is exploited by
considering task-specific covariance structures, it is used by CSP to find discriminative linear
transforms of sensors.

2. Time-varying energy (TVE): as motor tasks are known to be a succession of activations in
different brain areas, it can be assumed that sources related to a mental task realization can
be active with different energies across the task. Joint diagonalization covariance matrices
computed using successive time windows will help recovering sources [6].

We want to stress the differences between these approach based on source-separation and the
approach based on CSP. First of all, whereas CSP tries to find the quasi-optimal linear com-
bination that optimizes the Rayleigh quotient given above, our methods try to incorporate the
best physiological spatial diversity. These approaches not only estimates the most discriminating
sources but also allow to recover some independent neurophysiological brain waves (according to
the spatial diversity considered). Lastly we highlight the fact that the types of diversity mentioned
here are sufficient conditions that can be provided to the joint diagonalization algorithm.

3.2.2 Method 2: Exploiting inter-class diversity

This first model uses ICD and was shown to outperform the classical CSP [9]. We recall that
this kind of diversity is exploited by considering task-specific covariance structures. For each trial
of one specific task, we compute the covariance matrix of the EEG from t = 2.5 s to t = 7.5 s.
Then we average across every trials of one specific task. As this is done for every mental task, the
procedure leads to a joint diagonalization of 4 covariance matrices (one for each task):

S = {Ek(Cxx(t ∈ [2.5, 7.5], k)) | k ∈ [1 . . . 4]}

3.2.3 Method 3: Exploiting inter-class diversity and time-varying energy

This second model aims at exploiting the idea that sources are active with different energies
between different tasks and/or that the energy of a source is time-varying inside one task. This
information is used by partitioning the previous interval to 4 subintervals, [2.5, 7.5] = ∪4

i=1Ti.
Thus the diagonalization set consists of 16 covariance matrices:

S = {Ek(Cxx(t ∈ Ti, k)) | i ∈ [1..4], k ∈ [1 . . . 4]}

3.3 Global procedure

In order to test the generalization ability of each method, a cross-validation procedure is used. For
each subject and each session, we have 72 trials for each of the four classes. We permute the 72
trials of each class to obtain four randomly ordered sets of labeled trials. We then select the first 7
trials of the four randomly ordered sets. They constitute the first test set of the cross-validation,
the remaining trials constitute the first training set of the cross-validation. The second test set
will be the 7 next trials of each class. One cross-validation is completed when the ten successive
test sets and their associated training sets have been considered.

For each test and training sets, we apply the procedure as illustrated in Figure 1(b). We
first consider the band-pass filtered signals corresponding to the training set to find the optimal
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spatial filters according to each methods. In the case of CSP, the best potential spatial filters
are naturally ranked in the method, we only keep the first and last spatial filter of each of the
one-versus-rest CSP, thus resulting in 8 spatial filters. In the case of method 2 and 3, the potential
components are not ranked, we thus select relevant sources using the same method as [9], based
on an approximation of the mutual information between the label and the sources. In order to
achieve a fair comparison between the three methods, we also select the 8 best ranked sources and
their associated spatial filters. Thus at the end of step one in Figure 1, we have 8 sources for each
method. They correspond to the linear projections of the data onto the source space, depicting
the same time courses as the EEG measurements.

The next step consists in computing the features related to each trial of the training set. In
line with neurophysiological considerations, we computed the energy of each sources in the µ and
β band. This estimation is made by computing the Discrete Wavelet Transform of each sources.
Thus the number of total features to be classified is 16 for each method. The features are gathered
in a 65× 16 matrix to train a LDA [5]. Parameters of the LDA are conserved for the test step.

Lastly, as depicted in Figure 1, the procedure is applied on the test set using the selected
spatial filters to project the data, the same method to compute features for each trial. The LDA
is used to classify features gathered in a 7× 16 matrix.

This procedure is in fact applied 100 times, which corresponds to 10 cross-validations, a cross-
validation consisting of 10 disjoint test sets.

4 Results

The mean classification accuracies across subjects and sessions are not significantly different:
70.7 %, 70.7 % and 70.6 % for respectively the CSP, ICD and ICD and TVE. Furthermore, we found
a strong inter-subject variability. Overall, performances of our methods are satisfying considering
the difficulty of the task. Our methods differ from the one employed in [5] because they did not
select features according to some qualitative criterion. A slight increase of classification rates is
thus not surprising. The best result was achieved with Infomax and was about 65 %. Moreover,
Infomax was used in a completely blind manner and did not use any a priori information about the
performed task to achieve the separation. Results obtained in [4] outperforms the results presented
here (ranging from 65 to 75 %) but used a numerically demanding feature selection (sequential
forward selection) to range about 1300 features from the feature extraction step.

High variability of classification rates across subjects (ranging from 40 to 80 %) leads us to
consider subject-specific results. Table 1 presents results for each subject and each session. The
classification rate (percentage and standard deviation) is considered in the second column of the
table. All pairwise t-test comparing the three models for each subject separately using the cross-
validations as observation units reveals that the best model outperforms the other two (p < 0.5)
for five out of eight subjects (S2, S4, S5, S6, S7).

Correct (%) (Std Dev) Best Model
S1 80.6 (0.9) ICD, TVE
S2 53.9 (2.2) ICD, TVE
S3 86.4 (1.5) ICD
S4 84.5 (2.2) CSP

Correct (%) (Std Dev) Best Model
S5 82.1 (7.3) CSP
S6 62.8 (5.6) CSP
S7 43.3 (2.6) ICD, TVE
S8 86.0 (3.5) ICD, TVE

Table 1: Classification rates for each subject (S1 to S8) given by the best model.

4.1 Discussion

Different a priori information were considered in this paper, namely we used Inter-Class Diversity
and Time-Varying Energy. First of all, we showed in Section 3 that finding multi-class spatial
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filters can benefit from the use of simple a priori knowledge. It was quite obvious that using a
priori knowledge about the tasks performed would improve classification rates. But improvements
due to a priori knowledge about time-varying energy was quite surprising. This result supports
the hypothesis that different sources appears during the performance of the tasks and that their
time course is not constant. Time interval partitioning was very simple and we think that some
refined partitioning of intervals could result in significant improvements of the classification rates.

We pointed out a disadvantage of such a refined framework by showing that none of the pre-
sented methods could be considered as best for every subjects. Unsurprisingly, the design of
optimal spatial filters have to cope with inherent difficulties of studying brains and real subjects:
methods have to be subject-dependent to yield optimal results. This consideration has to be tack-
led to make such signal processing algorithm available for daily life use: an automatic procedure
should be designed to select subject-specific methods.

5 Conclusion

In summary, we presented here an efficient framework for increasing classification rates of multi-
class BCI paradigms. Our framework is well grounded on the Pham’s theoretical work about joint
approximate diagonalization and provides natural a priori knowledge that can be used to gather
advantages of both Independent Component Analysis and Common Spatial Patterns.
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Abstract

About one third of the BCI subjects cannot communicate via BCI, a phenomenon that
is known as BCI illiteracy. New investigations aiming to an early prediction of illiteracy
would be very helpful to understand this phenomenon and to avoid hard BCI training for
many subjects. In this paper, the first application on to electroencephalogram (EEG) of a
newly developed machine learning tool, Relevant Dimension Estimation (RDE), is presented.
Detecting the label relevant information present in a data set, RDE estimates the intrinsic
noise and the complexity of the learning problem. Applied to EEG data collected during motor
imagery paradigms, RDE is able to deliver interesting insights into the illiteracy phenomenon.
In particular RDE can demonstrate that illiteracy is mostly not due to the non-stationarity
or high dimensionality present in the data, but rather due to a high intrinsic noise in the label
related information. Moreover, in this paper is shown how to detect individual BCI-illiterate
subjects in a very reliable way, based on a combination of the several features extracted by
RDE.

1 Introduction

Rehabilitation and communication for amyotrophic lateral sclerosis (ALS) patients are the most
important motivations and long term goals for Brain Computer Interfaces (BCI), a research area
which has enjoyed a growing interest in the last decade. In contrast, most BCI studies are per-
formed on healthy subjects and work on improving existing algorithms for the classification of
mental states using electroencephalogram (EEG). Actually, about one third of the BCI-users is
still not able to communicate with the machines. Even a healthy subject could become very frus-
trated during an experiment, when he realizes that he is a so called “BCI-illiterate”, and very
few patients are willing to experience this situation. BCI medical applications could find larger
acceptance, if the ratio of BCI-illiterate users could be minimized to a very small percentage. A
robust prediction of BCI illiteracy would also help to avoid false hopes and to reduce the efforts
needed to train a patient for communication by BCI. For this purpose, new methods for EEG
data set exploration and new features describing EEG data sets are needed in order to be used as
predictors for BCI illiteracy.

Relevant Dimension Estimation (RDE) is an algorithm proposed in [1] which makes use of
kernel PCA (Principal Component Analysis) in the feature space together with label information
in order to assess the actual class related information contained in a data set. In particular,
RDE estimates two properties: (1) the dimension of the subspace in kernel space containing the
relevant information, and (2) the noise contained in the labels. Both numbers allow to measure
the interaction between the data set and a chosen kernel, and in particular to give an accurate
image of the problem complexity of the amount of noise contained in a learning problem.
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Setting Name Band [Hz] Time [ms] Channels Feature
calib-power-all 0.5–45 750–4000 all band power
calib-power-sel sel sel sel band power
calib-power-cenCh 0.5–45 750–4000 C* band power
calib-power-cenCh-alpha 8–13 750–4000 C* band power
calib-CSP-feat sel sel sel CSP features

Table 1: Preprocessing parameter settings.

In this study, a first application of RDE on EEG. Using Gaussian kernels of different widths,
the dimensionality of the data set and the amount of noise is estimated at different scales. Our
hypothesis is that a data set from an illiterate subject is intrinsically high dimensional and therefore
not well classifiable with features generated by the Common Spatial Patterns (CSP) method. To
test this hypothesis, features extracted by RDE are compared with the CSP features in terms of
classification performance.

2 Experimental setup

A dataset of 48 BCI sessions from 40 healthy subjects has been investigated. Data was recording
with the Berlin BCI (BBCI) during classical motor imagery BCI experiments (see e. g. [2, 3]). In
the calibration session, the subjects were asked to perform 200–300 trials of motor imagery for the
left or right hand and for the foot. Two classes were then chosen for the feedback session, depending
on the offline classification performance of a linear classifier that processed CSP features [4]. In
the feedback session, targets and feedback of the classifier output were given visually.

3 Methods

3.1 Preprocessing

Within this study, several preprocessing parameter settings have been used. The preprocessing
steps for each setting are as follows: (1) low pass filtering at 100 Hz, (2) cutting continuous EEG in
epochs in a specific time interval after the stimulus presentation, (3) optional channel selection, (4)
rejecting bad trials and channels by variance based artifact rejection, (5) selecting trials belonging
to the 2 classes already chosen for the online feedback, (6) filtering in a setting specific frequency
band and (7) calculating band power.

Preprocessing settings differentiate in steps 2, 3, 6 and 7, see the overview in Table 1. In the
Channel column, “all” means that all channels after step 2 are used in calculating the features,
i. e. step 3 was ignored. On the contrary, “sel” means that a further channel selection has been
applied. In particular, the channel subset was determined by a heuristic that at the day of the
experiment in order to maximize CSP performance. The same convention for “sel” is valid for the
second and third columns. Finally, C* means that all central channels (according to the 10–20
EEG system) were used.

3.2 RDE

RDE has been applied on each data set. A Gaussian RBF (radial basis function) kernel has been
chosen. Two parameters had to be selected: the kernel width and the dimension, i. e. the number
of leading kernel PCA components. The range for the kernel width γ was between 10−2 and 107.
The range for the dimension d was [2, N/2] where N is the number of trials available. For each
kernel width γ, the kernel matrix K(γ) and the sorted eigenvectors E(γ) have been calculated. In
order to estimate the kernel width and the dimension of each data set, both methods indicated
in [1] have been used. The first method finds the kernel width γ and the dimension d which
minimize the negative log-likelihood function L(γ, d) defined as
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log σ2
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In the above equation, si = uT
i Y are the contributions to labels of the kernel PCA components

and ui are the eigenvectors of E(γ).
Within the second method, the label predictions are calculated for each parameter combination

using the projections on the label of the kernel PCA components S(d, γ) =
∑d

i=1 uiu
T
i . The best

kernel width γ and the dimension d are then chosen minimizing the leave-one-out cross-validation
error as computed in [5].

3.3 Noise estimation

The noise present in a data set is calculated by RDE as the mean squared error over the label
predictions obtained using the estimated best number of kernel components and the best kernel
width:

Noise =
1
N

N∑
i=1

(SYi − Yi)2 (3)

The variance of the negative log-likelihoods over all kernel widths and kernel PCA dimensions
has also been calculated as a feature, in order to capture the intrinsic noise. The smoothness of
the log-likelihood function has also been calculated as the distance of the function from a smooth
surface modelled by a fifth degree polynomial fitting the original function scaled between 0 and 1.

4 Results

4.1 Subject specific analysis

In Figure 1, the negative log-likelihood functions calculated as in Equation 1 for three different
preprocessing settings (1, 2, and 3 described in Table 1) are shown. Results from a subject with
very good BCI performance (calibration error = 3.20) are visualized in the top row, while results
from a subject with bad BCI performance, probably illiterate (calibration error = 34.10) are
visualized in the bottom row. An evident difference can be seen between the functions resulting
for the two subjects, even with the first preprocessing, where no subject depending frequency
band, channels and time interval selection has been applied.

Looking at the negative log-likelihood functions it can be hypothesized that the first method
described in Section 3.2 will fail in searching the best kernel width and dimensionality, due to
the extremely noisy function and many local minima. In fact, the results obtained looking at
the minimum of the function 1 revealed to be not robust against small changing in preprocessing
settings, especially for subjects with bad BCI performance. For this reason, the second method has
been chosen to estimate robustly the best kernel width and the best dimension. Still, the negative
log-likelihood function as shown in Figure 1 is extremely informative regarding the noise in feature
space present in a data set and it is independent from the method chosen for parameter selection.
The log-likelihood function for bad subjects is not just much less smooth, but its range is also much
smaller than for good subjects. For this reason, as described in Section 3.3, the smoothness and
the variance of the log-likelihood function have been calculated as additional features indicating
the noise in the data set.

No significant improvement can be seen with other preprocessing settings, even with the subject
specific parameter selections, as shown in the center column of Figure 1. Applying RDE on CSP
features, which consist at most on 6 channels, the feature space becomes particularly free of noise
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Figure 1: Negative log-likelihood function for all kernel widths and dimensions. Top: good per-
forming BCI subject (CSP calibration error = 3.20). Bottom: bad performing BCI subject (CSP
calibration error = 34.10). From left to right, three different preprocessing settings: calib-power-
allCh, calib-power-selCh, calib-CSPfeat.
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Figure 2: Negative log-likelihood function for the best kernel width. Preprocessing settings: calib-
power-selCh. Left: good BCI subject. Right: bad BCI subject.

and low dimensional, so that the log-likelihood function is very smooth as shown on the right side
of Figure 1. On the contrary, the surface extension is still much less for BCI subjects with poor
performance, so that the variance is in fact a good feature to analyze.

In Figure 2, the negative log-likelihood function for the best kernel width is shown. The
contributions of each kernel PCA component calculated as shown in Section 3.2 are visualized on
the background. Also in this case, a strong difference between the two subjects can be observed. In
particular, when less noise is present, the first kernel PCA components are much more informative,
so that one can ideally separate the model in two components as in Equation 2, the first one
containing the relevant information essential for label prediction and the second one containing
mainly noise. In noisy data set as the second one, no structure can be seen in the contributions,
since the noise is distributed over all components.

4.2 Group analysis

In order to simply confirm how much RDE features correlate with subject performance, we inves-
tigated the correlation between the features extracted by RDE with the simplest preprocessing
setting calib-power-allCh and the CSP performance on the same calibration data set, i. e. the CSP
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Figure 3: Correlation between RDE and CSP offline performance. Setting: calib-power-allCh.

offline error. The results are shown in Figure 3: for each subject, in each subplot, a RDE feature is
plotted against the CSP offline error. Correlation and significance values are written in the titles.
Already with the simplest setting, strong correlation with subject performance can be observed
for all features and it becomes even stronger for the calib-power-selCh setting, not shown because
of lack of space. Subjects with CSP offline classification error greater then 30 % are represented
by circles, while crosses are used for the others. The two groups are divided by a vertical line.
In particular, the subjects with worst performance are pretty close and can be grouped as points
having the following properties: (1) high RDE noise, (2) small RDE dimensionality, (3) small
kernel width, (4) small variance of the negative log-likelihood function, (5) small smoothness of
the negative log-likelihood function.

A bigger challenge is to gain additional information about a subject using RDE, and try to
predict from the calibration data his future online performance. For this reason, we investigated
the correlation between RDE features for the calib-power-selCh setting and the CSP online error
obtained from the feedback data. Results are shown in Figure 4 where the same conventions as in
Figure 3 apply. Also, the correlation between CSP offline error and CSP online error is shown on
the last subplot. Even if the correlation between CSP offline error and CSP online error is slightly
better then for the RDE features, subjects with poor performance (CSP online error >= 30 %)
can still be better characterized by (1) high RDE noise, (2) small RDE kernel width, (3) small
RDE dimension, without using the CSP algorithm.

5 Discussion

In contrast to the hypothesis about the high dimensionality of BCI illiterate data sets, the RDE
chooses very few kernel components for the feature subspace containing the label relevant infor-
mation. This happens because the noise in the data set is so high that the relevant information
is distributed over all components, as revealed by the structure of the projections in Figure 2.
In fact, the high noise prevents RDE from choosing more components and forces RDE to choose
a small kernel width. As explained in [1], particularly noisy free data set could also have very
high dimensionality and very large kernel width, exactly at the opposite of BCI illiterates. This
also means that illiteracy is not due to the non-stationarity present in the data, but rather due
to a high intrinsic noise in the label information, meaning that the class membership cannot be
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Figure 4: Correlation between RDE and CSP online performance. Setting: calib-power-selCh.

predicted well from the features over all whole range of possible scales. Finally, some subjects,
not included in the illiterate group, exhibit a not so high noise, relative high dimension and kernel
width would probably benefit from more training examples.

6 Conclusion

This study was motivated by the necessity to find new features that can predict the BCI perfor-
mance of a subject with focus on an early illiteracy detection. For this reason, the RDE algorithm
has been applied on EEG data for the first time. The results show how RDE can be used on labeled
data to understand the structure of the information contained in the data. In particular, RDE
can be used to easily recognize illiterate subjects. It has been shown that the interaction among
the three RDE parameters is valuable in order to understand whether a poor BCI classification
performance is due to the intrinsic noise present in the data or due to a lack of training examples.
Finally, the hypothesis of too high dimensionality of BCI illiterate data sets has been rejected.

Acknowledgments: This study was supported by the DFG (Deutsche Forschungsgemeinschaft)
MU 987/3-1.
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Abstract

Character identification on a P300 Speller is treated as a pattern recognition problem.
SVM were used to detect ERP when character to spell were intensified. The input char-
acteristics to SVM were the projections on an estimated signal subspace. This Subspace
was estimated via eigendecomposition of correlation matrix, from a set of epochs containing
ERP. ROC area for single trial ERP detection is 0.73± 0.07, and accuracy index of character
identification were measure, as function of trials number.

1 Introduction

The P300 Speller is a BCI based on the correct identification of context update, as has been
initially described by Farwell and Donchin [1] and now extended and adapted by many others [2].
This BCI presents to the user a character/symbol matrix, whose columns and rows are randomly
intensified. In performing the BCI task, the subject must keep count of the number of times that
a target character is intensified; this produces the context update and an event-related potential
(ERP) is elicited. To identify the character, the BCI system must correctly detect the presence
of the ERP, once for a column and once for a row intensification, which occur along a single trial
of the task. The row and column identities give the coordinates of the target character. Several
number of trials are necessary to correctly identify the character, and therefore a method that
reduces required trials is desirable.

EEG recording epochs throughout the realization of a character identification task can be
considered as a combination of two uncorrelated signals, an ERP, s, and uncorrelated, zero mean
additive noise η [3, 4], both expressed as column vectors of M samples (one vector equals one
epoch). Thus, the correlation matrix estimates for the intensification epochs will have the form [5]:

Rz = E{zz′} = E{(s + η)(s + η)′} = Rs +Rη (1)

where Rs is the correlation matrix estimate for the ERP, and Rη is the noise correlation matrix
estimate. Forming the data matrix Z = [z1 . . . zN ] where each column is an EEG epoch, Rz can
be estimated using R̂z ≈ ZZ′, which is symmetric, and so the eigendecomposition

EΛ = R̂zE (2)

can be computed. With the eigendecomposition, a set of orthogonal eigenvectors (columns of E)
and associated eigenvalues (diagonal of Λ) are obtained. The set of eigenvectors conforms a basis
that spans a space where each observation z resides [5].

E contains the vectors that describe the ERP (Es) and those that describe noise (Eη), so
E is a set of two subspaces, i. e. E = [Eη Es]. To perform subspace decomposition of the EEG
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signals, it is necessary to identify which vectors correspond to each subspace. Eigenvalues are
associated to the power that each eigenvector contributes to build Z; specifically, noise eigenvalues
under ideal white noise conditions have the same value (σ2, the noise variance). If eigenvalues
are sorted in ascending order, λ1 ≤ . . . λk . . . ≤ λN , there exists an inflection point k at which
both subspaces are divided. The Akaike information criterion finds this inflection point based
exclusively on eigenvalues [6], by computing the minimum k∗ of

AIC(k) = −2Nkφ(k) + 2(M + 1− k)(M + 1 + k) (3)

where N corresponds to the number of signal vectors in Z, M is the number of samples per vector
zi, and φ(k) is the likelihood function:

φ(k) = log

(∏k−1
i=0 λ

1/k
i∏k−1

i=0
λi

k

)
(4)

Given k∗ as the minimum of equation (3), eigenvectors from 1 to k∗ correspond to the noise
subspace, Eη, and those from k∗+1 to N are the eigenvectors that span signal subspace Es. With
the identified subspaces, signal z can be modelled as:

z = s + η
= Esθ + Eηϕ (5)

where θ and ϕ are coefficients that weigh each subspace vector. Since both subspaces were obtained
via eigendecomposition, the inner products with vectors in Es gives

E′sz = E′sEsθ + E′sEηϕ (6)
= I θ + 0 ϕ = θ

It follows that the projections θ are features that can be used as inputs for a pattern recognition
process that identifies ERP vs. no-ERP epochs.

Some researchers have described the P300 Speller as the succession of different processes. In this
perspective, five different waves are elicited by the oddball paradigm: P100, N100, P200, N200 and
P300. Except for N200 and P300, the rest of the waves are related to activation of primary sensory
areas [7]. Some authors have associated these waves to different sensory processes, P100 and N100
to the visual estimulation, P200 to attention, and P300 to context update [8]. These waves could
serve as auxiliary information for the detection of P300, since their conjunction conforms the
complete ERP, even when in some subjects elicitation of all these waves is not clearly observable.
Based on these observations, three different time windows can be used to detect the presence of
all these waves, one for P100 and N100, a second one for P200 and N200, and finally one more
for the P300 wave. Proposed observation windows are 0–200 ms, 100–300 ms and 250–600 ms; a
wider window in the P300 case is due to its more variable latency [7].

In order to achieve the detection of an ERP, and thus perform the identification of characters,
a subspace estimation is carried out for each analysis window during the training phase. Then,
for each epoch and window, a vector of φ characteristics was obtained; a feature vector for each z
is formed by concatenation of these three sets of coefficients. As described above, the number of
features in each set is determined by the Akaike criterion. Finally, since more than one channel
can be used to record EEG activity which might be useful for detection, feature vectors can be
further expanded by gathering features from each channel for every epoch. The dimension of the
complete feature vector is given by
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D =
C∑
c=i

3∑
w=1

Nw,c (7)

where C is the number of channel considered for the detection; c and w are the channel and window
indexes respectively; and Nw,c is the number of eigenvectors that conforms the signal subspace
based on the Akaike criterion.

2 Methods

2.1 Data

Data were recorded from six healthy subjects performing the P300 speller test; for all the subjects
involved this was their first contact with the BCI. Recordings were made with a g.tec USB amplifier
(g.tec, Graz, Austria) using the BCI2000 platform [2], at a sampling frequency of 256 Hz, using
band pass filter from 0.1 to 30 Hz, and a notch filter between 40 and 60 Hz. All subjects spell from
2 to 4 words, with a mean number of spelled characters of 12. Intensification and inter stimulus
time were 125 ms and 62.5 ms, respectively. All recordings were directed, so each subject spell one
word from a predefined list. Before analysis an offline processing were made, data were filtered
with a low pass digital filter (FIR order 151) at 12 Hz, and normalized in amplitude between 1
and -1. Post-stimulus windows were obtained and labeled as described before.

2.2 Analysis

EEG channels to be included in the analysis were selected according to their SNR, and correlation
index along full-word recordings; this means that those channels (up to a maximum of four) that
had larger SNR and a high correlation index were selected. i. e. those channel that present the
most similar behavior through different word recordings, were possible channel to be used for
classification, and from that selection those with larger SNR were finally used. The classification
model used was a support vector machine (SVM) with a gaussian kernel, as implemented in the
LIBSVM library [9].

Three different analysis were performed: first, to determine which combination of channels gets
better classification indexes; second, to optimize classifier hyper-parameters (kernel γ and cost);
and third, to evaluate accuracy on an offline P300 speller test.

Channel Combination. First analysis consisted on the utilization of 30 signals with ERP of
one recording to estimate subspaces; unseen epochs from the two classes (with/without ERP)
were used in an equiprobable mix to extract features. Through 10-way cross-validation, optimal
classifiers were obtained for individual channels, and combinations of two to four channels, as
described. The best combination, determined by ROC analysis and classification accuracy, was
selected for tuning in the second analysis.

Optimization. In the second analysis, one recording was used to estimate subspaces, and the
others recordings were used to map ROC area and accuracy index along various values of γ and
cost, to search for the combination with the best indexes. If more than two recordings were
available, the analysis was carried out using the different combinations between registers. As
result of this, cost and γ values with best classification indexes were chosen to perform an offline
P300 Speller test.

Offline P300 test. Once a channel combination and SVM hyper-parameters were determined,
offline testing was performed. As for the second analysis, one recording was used to perform
estimation of subspaces, and to train the SVM. The SVM training was made taking an equiprobable
mix of epochs. With the trained SVM and the estimated subspaces, the remaining recordings are
processed by the classifier. For each epoch that corresponds to intensification of one column or
one row, class probability is calculated as function of SVM classification. A posteriori probability
estimates for each column and row are computed as follows:
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P (e) = Φ(f(ze)) P (e) ∈ [0, 1] (8)

where e indicates the intensification index ([1, . . . , 12] columns from 1 to 6 and rows from 7 to
12); Φ(·) is a mapping function from SVM output to posterior probability [9, 10] classification
function, and f(ze) means feature vector from post processed EEG recording at e-th stimulus.
The posterior probability is accumulative trial by trial, so at end the correct character has a larger
probability than the others. A column is selected as argmax

e
{P (e)}, e ∈ [1, . . . , 6] and equivalently

the row is selected over e ∈ [7, . . . , 12]. ROC areas were measured as a function of trial number.

2.3 Results

Channels used for analysis varied depending on each subject. Except for one case, the channels that
reflected best subject’s activity involved at least one channel from the occipital region, together
with central channels. Number of best channel combinations varied from 2 to 4. Globally, channels
used were from FP1, FP2, Cz, C4, Pz, O1, Oz and O2.

(a) accuracy (b) ROC area

Figure 1: Mean accuracy and mean ROC area for the 6 subjects.

Figure 1 shows progression of accuracy and ROC area, as function of trial number. These
figures show mean value and standard deviation across the six subjects. It is noted that subjects
E and F made the test twice. Detailed progression by subject could be observed in Figure 2.

3 Discussion

Figures 1 and 2 show that classification vary depending on subject. It is important to note that
all subjects made the test for their first time ever, so they were not trained and had no previous
knowledge about it. Subjects spell around 12 characters each, and since one record was taken
to estimate subspaces and train the SVM, then accuracy and ROC area are estimated over the
detection of eight characters on average, so a mistake in detection has a significant impact on the
indexes. ROC area is an unbiased index for classification, for this the number of events has a
minor impact than for accuracy. The ROC area in single trial was around 0.7, and it increased
as a function of number of trials. Contrary to accuracy, ROC area had less variation between
subjects.
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(a) accuracy

(b) ROC area

Figure 2: Accuracy and ROC area for the 6 subjects. Each subject is indicated by a capital letter.
For subjects E and F, two curves are shown, each one corresponds to different session (“+” for
first, and “∗” for second).

Due to the small number of characters, the SVM was trained with few patterns, while it is
known that an increase in the number of training patterns would increase classification efficiency.
Results show that even with this limited number of patterns, the subspace decomposition presented
here has good efficiency in terms of accuracy and ROC area.

For subjects E and F, who made the test twice (in different days), an effect of increment of
their respective indexes is observed, possibly due to a mild training process of these subjects. This
situation hints that indexes could increase if subjects spell more characters, apart from reducing
overall variance. Spelling more characters gives more epochs to improve classifier training, subjects
get used to the BCI, and the impact of mistakes over accuracy index will reduce.

Results show that the proposed method is able to be included as a classification process for an
online P300 Speller. Improvements from other classification methods are that few epochs (around
240) are needed to obtain good results, and the SVM could be re-trained with new patterns in a
fast, efficient way. The ROC area index shows that the detection of ERP based on subspace features
has good single-trial results, 0.7 on average, which naturally increases with accumulated trials. It
is expected that the inclusion of language models [11] would improve the system performance.
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4 Conclusion

The evaluation of the proposed feature extraction method has demonstrated its viability to be
used in an online speller test. Around 240 epochs (half of them with ERP) were utilized for SVM
training, and even with this small set, adequate results have been reached. Accuracy index in
character detection is 45± 27 % and ROC area of 0.73± 0.07 for ERP identification in single trial.

Subject training could increase classification indexes; if this occurs, then the number of trials for
a correct identification could be reduced more. For the best subjects in this study, around 5 trials
were enough to obtain 90 % of correct identification. Taking into account that all the subjects
used the P300 Speller for their first time, this is a promising indicator. Training improvement
could be observed in subjects E and F for whom single trial indexes increase evidently from one
session to the next.

Acknowledgments: The authors acknowledge the support of the National Council of Science
and Technology (CONACyT) through scholarship 193307 for Mr. Bojorges-Valdez, and the con-
tribution of the Universidad Nacional de Entre Ŕıos (UNER, Argentina) in hosting the speller
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Abstract

The P300 data provided by the Wardsworth centre for the BCI competition II and III
have been used as a benchmark to assess the performance of many differing methods of P300
classification. In this paper the use of the discrete wavelet transform and the Fisher linear
discriminant to classify data set IIb from the BCI competition II is presented. The wavelet
chosen was coif3 since it closely resembles the desired wave shape and also produced good
results in extracting the necessary features. The performance of the proposed method is equal
to the winning one presented on the BCI competition II website, utilising the same channels
but using a feature vector of almost a fifth of the size and requiring no parameter tuning.
Furthermore the proposed method is considerably quicker and computationally inexpensive.

1 Introduction

The P3 or P300 BCI paradigm is a synchronous BCI paradigm named so due to the positive
deflection of the EEG at the central electrodes around 300 ms post stimulus. The P300 or P3 is an
attention based event related potential and can be caused by visual, auditory and somatosensory
stimuli. The user is able to interact with the interface by paying attention to certain stimuli while
ignoring others [1, 2]. The protocol used to collect the data for data set IIb is the one originally
used by Farwell and Donchin [2], where the user was presented with a matrix of symbols and each
row and column would flash randomly. The user would only pay attention and mentally record
the row or column flashes that happened to contain the symbol they desired to select.

The Fisher Linear Discriminant (FLD), or Fisher’s LDA, is a linear classifier which aims to
separate the data representing two classes through hyperplanes by maximising the difference in
the projected class means while reducing the variance of the projected data [3]. The linear nature
of the classifier offers some advantages and disadvantages. The main advantages of the FLD are its
simplicity and speed of execution. Its disadvantages are the lack of a regularisation parameter and
its linearity. Despite these drawbacks, FLD and similar variants have been successfully applied to
a number of BCI problems [4, 5]. The FLD function used in this work was the one provided by
the statistical pattern recognition toolbox for Matlab [6].

A wavelet is a limited duration waveform with an average value of zero [7]. There are a
multitude of wavelets with varying properties and suitability for certain tasks. It is very important
to select the most suitable wavelet for analysing the intended signal. One way of selecting an
appropriate wavelet is to observe the desired wave shape and chose one that closely matches its
shape [8] (Figure 1). All the wavelet methods used to complete this work are available in the
Matlab wavelet toolbox [9].
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Figure 1: Left: Coif3 wavelet. Right: Grand average of the target (solid line) and non-target
(dashed line) responses.

2 Methods

2.1 Signal processing

The data as provided by the BCI competition II website was sampled at 240 Hz at 64 electrode
sites [10]. The data were later lowpass filtered at 30 Hz and highpass filtered at 0.1 Hz using a 8th

order Butterworth filter. The channels chosen were: Fz, Cz, Pz, Oz, C3, C4, P3, P4, PO7, PO8,
due to their successful use with the BCI competition II and other P300 data sets [11, 12, 13]. The
data was then downsampled to 60 Hz.

2.2 BCI paradigm

The subject was presented with a 6 × 6 matrix containing a total of 36 symbols. Each row and
column of the matrix is highlighted in random order and once within a trial. For a letter to be
selected the user must select one column and one row. So within a trial 2 out of the 12 row/column
intensification’s should contain an increased amplitude P300.

2.3 Data

The data provided contained 42 training symbols and 31 test symbols, each composed of 15 trials.
Out of the 42 available training samples only 39 were used, since the last set of training data
contained an error in the event cue information. The error was not evident in the EEG but in
the matrices containing the event cue onset, offset times and type (StimulusCode, StimulusType,
Flashing). It is conceivable that the erroneous cue may cause subsequent event cues to be reported
at incorrect time points. Fault tolerance and prevention of such errors in an on-line system should
not lie with the preprocessing and classification software, but with the software carrying out the
recording from the EEG device. Therefore a solution for this type of fault is considered beyond
the scope of this work.

2.4 DWT processing and FLD training

After the data had been preprocessed a period of 700 ms post stimulus was selected from each
of the 10 chosen channels. This meant that each epoch was represented by a 10 × 42 sample
matrix. Each 42 sample vector was then decomposed using single level wavelet decomposition,
resulting in an approximation and detail vector. The approximation vector was chosen and the
detail discarded. Wavelet used was coif3. This resulted in the epoch being represented by a 10×21
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Figure 2: FLD+DWT Column/row/character accuracy across trials.

matrix. The matrix was then reshaped to make a 210 element vector. This 210 element vector
would be the input to the FLD classifier. At each trial only two out of the 12 epochs should contain
a target P300. Unfortunately this means that the data is unbalanced (there are more negative
samples than positive). This is often solved in two ways, either by subsampling or oversampling.
Although subsampling has been used successfully by a previous entrant [11] the method favoured
here is oversampling due to the inclusion of all the data available. Before the data is classified it is
normalised to zero mean and unit variance. The classifier is then trained to distinguish into which
of the two classes the epoch belongs to. These two classes are whether a P300 exists or whether
it does not.

2.5 Test data classification

At each epoch the 210 element feature vector is the input to the FLD and the predicted class the
output (1 for P300 present 2 for P300 not present). The data is usually too noisy for the classifier
to be able to correctly identify the chosen row/column from one trial alone. Multiple trials are
combined by summing the discriminant function values for each row and column at each trial.
The discriminant values are positive for the presence of P300 and negative for the absence. After
the set number of trials the row and column with the largest values are the ones selected.

3 Results

This method achieved an 88.4 % correct classification rate for distinguishing between the presence
or absence of the P300 in the epoch. It was also able to achieve 100 % classification of the test set
after only 5 trials per symbol spelt (Figure 2). For a lower number of trials, the error increases.

4 Discussion

The P300 BCI paradigm provides some of the highest achievable information transfer rates using
non-invasive BCI. The results achieved using the FLD and DWT combination are as good as
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Figure 3: FLD+DWT vs. SVM character classification accuracy (SVM results taken from Kaper
et. al [11]).

the results presented by the winner of the BCI competition II data set IIb, when comparing the
number of trials required to achieve 100 % classification [14, 11] (Figure 3). Also Rakotomamonjy
et. al [15], using the same 10 channels used in this study, achieve the same result (5 trials for 100 %
accuracy), at a much greater computational cost. It is also important to emphasise the following
points about the present study:

1. The feature vector was 210 samples long.

2. The same 10 channels are used as in Kaper et. al [11].

3. No channel selection method was used.

4. The classifier used was very simple and fast.

5. The classifier required no parameter tuning.

6. Only one classifier was used to classify whole test set.

7. Only 2 trials were needed to achieve 80 % character recognition (Figures 2 and 3).

Although no time estimates for the parameter tuning and training time were provided by
Kaper et. al [11], using the same methods and libraries on a Q6600 at 2.4 Ghz took over 10
hours. It can be envisioned that due to the channel selection procedure and the multiple SVMs
the method proposed by Rakotomamonjy et. al [15] would take even longer. In comparison the
method presented here on a Q6600 at 2.4 Ghz took 6 minutes. Furthermore the time required to
classify data using the FLD+DWT method is quicker than the SVM methods mentioned by Kaper
et. al and Rakotomamonjy et. al [11, 15]. This makes the FLD+DWT method ideal for online
BCI since it would allow the person to have a classifier ready in under 10 minutes (dependant
on the amount of data provided for training and processing power of computer). Although the
classification rate presented here is very high, it could possibly be further improved by replacing
the FLD with an SVM or other classifiers and carrying out a channel selection method. How
much improvement can be gleaned by using such computationally intensive methods would have
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to be seen. Also the fast execution and training of the FLD lends itself well to be used in an
ensemble. The wavelet chosen has proven to be a good candidate for P300 preprocessing, but it
may not be the best one. Possibly the one proposed by E. Glassman [16] or the matched Meyer
ERP wavelet [8] may provide even better results.

On a final note, when observing the accuracy rates of the correct columns and rows one
notices that on average the rows classification is much worse than that of the columns. In fact,
if the row classification was as high as that of the columns, it is perfectly conceivable that 100 %
classification could be achieved in less than 5 trials. The reason for the greater accuracy for the
column classification may be due to the subject or possibly an inherent shortcoming of the Farwell
and Donchin paradigm.

5 Conclusion

This paper has shown that the use of DWT preprocessing in EEG classification can lead to state of
the art results even when combined with a simple linear classifiers such as the FLD. Furthermore
the simplicity and speed of the method makes it highly suitable for online BCI applications. The
use of wavelets in BCI is only beginning to be explored and although it is doubtful it will be a
silver bullet for BCI it will be a very useful preprocessing tool not only for EEG data but possibly
ECoG and intracortical recordings too.
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Abstract

More and more effort is done in BCI research to improve its usability for patients, with
respect to its communication speed and transmission accuracy. In this contribution, we ex-
periment with BCI speller based on P300 evoked potential. More precisely, the typical form of
event-related potential (ERP) inspires us to devise classification methods based on the simi-
larity/dissimilarity in the time domain between single trials and one or several estimated ERP
templates derived from subject recordings. The reliable estimation of template is difficult in
a single trial due to the low signal-to-noise ratio (SNR) of electroencephalographic (EEG)
signals. We first explicitly estimate the template using several averaging techniques: point-
to-point averaging, cross-correlation alignment and dynamic time warping. Then we inexplic-
itly estimate several ERP templates using learning vector quantization algorithm combined
with an extreme learning machine. Finally classification is realized based on the similar-
ity/dissimilarity between the single trials and the template. Simulation is carried out using
a BCI competition III data set acquired with the P300 speller paradigm. The experiments
show that template-based classifiers can also obtain high accuracy.

1 Introduction

Brain-computer interface (BCI) system is a potentially powerful new communication and control
option for those with severe motor disabilities. BCI system translates brain activity into commands
for a computer or other devices. Electroencephalography (EEG) is the most studied potential non-
invasive interface mainly due to its fine temporal resolution, ease of use, portability and low set-
up cost. Unfortunately, non-invasive implants produce a noisy signal because the skull dampens
signals. Another substantial barrier to use EEG as a brain-computer interface is the extensive
training required before users can work the technology.

Oddball paradigms are used by brain-computer interfaces to generate event-related potential
(ERP) on targets selected by the user. The well-known P300 speller is based on this principle [1].
The main problem is to be able to detect ERP in a noisy electroencephalographic signal recorded
on human scalp. Literature proposes a set of methods to detect ERPs based on averaging. Linear
or nonlinear alignment is used to deal with the variable latencies in ERPs. A good alignment
allows to obtain a better averaged ERP response, named “ERP template” here, and then to be
able to detect ERP faster.

Section 2 of this paper presents a set of methods of template-based classifiers. Section 3 presents
the results of these techniques on a well-known third BCI2000 competition data set acquired from
a P300 speller. In section 4, we conduct the conclusion and give recommendation for future works.

2 Methods

Methods design for ERP detection use features extracted from the responses in the time domain.
To extract features from the frequency domain after any transformation is difficult in this situation
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because ERPs are short-time events with a local peak. Here, we discuss two types of methods
using one or several templates estimated explicitly and inexplicitly in the time domain respectively.

2.1 Classifiers based on ERP template

In oddball paradigm, one deviant rare stimulus is presented to subjects amongst a train of standard
ones. Only the deviant stimulus induces an ERP. The most common evoked potential used in BCI
is the P300. Its main characteristic is a positif latency that occurs around 300 ms after the stimulus
presentation. This leads us to derive a set of classifiers. All of them first explicitly estimate one
ERP template by averaging the ERP responses in the time domain, and then use the distance
between the response and the ERP template as the discriminant criterion.

Point-to-point averaging (P2P) classifier: P2P classifier discriminates the ERP responses
from non-ERP responses in a straightforward way: first it estimates one ERP template by simply
averaging the measurements of ERP responses point-to-point, and then calculates the Euclidean
distance between responses and the ERP template. For the P300 speller, the ERP response
corresponds with the one producing the minimum distance within a set of column or row responses.
Then the other responses are considered as non-ERP responses.

P2P classifier is simple for implementation. However the latency of the components of ERP
varies with the external factors (such as target-to-target interval). Simply averaging the measure-
ments point-to-point could blur the component. We then seek the solution of alignment before
averaging. Such alignment includes linear alignment (such as, cross-correlation alignment) and
nonlinear alignment (such as, dynamic time warping).

Cross-correlation averaging (CC) classifier: Linear alignments can be done by shifting the
measurements before the point-to-point averaging. One of the well-known linear alignments is
cross-correlation. The best shift of one sequence in order to align it to the other ones is given by
the one producing the highest correlation [2, 3]. CC classifier first searches the best shift for pairs
of ERP responses before averaging them point-to-point to obtain one template. Then it calculates
the cross-correlation between the testing response and the ERP template. The predicted ERP
response corresponds with the one giving the maximum correlation value with the template. Such
scheme accommodates variable linear latency. However, if one looks the ERP measurements more
closely, it is found that the latency of the ERP component is nonlinear. In this case, the nonlinear
alignment methods are better than the linear ones for template estimation.

Dynamic time warping averaging (DTW) classifier: Dynamic Time warping distance is
widely used in speech domain. It is able to deal with compression/expansion by comparing the
distance of each point of the first sequence to every point of the second one using the information
of the amplitude and/or the first derivative of amplitude of the signals [4]. Hence, DTW classifier
first finds out the best nonlinear alignment path giving the closest distance, and then averages the
ERP responses according to the alignment path to obtain one ERP template [5, 6, 7]. Finally, it
recognizes the ERP responses as the one producing the minimum DTW distance.

2.2 Methods with several templates of ERP and non-ERP

On one hand, considering the complexity of ERP responses, one template could be insufficient
to capture the variability of ERP components. On the other hand, one would like to introduce
non-ERP templates into decision making process done by the classifiers. Clustering methods can
produce several templates. The aim of clustering methods is to split a set of patterns into clusters
as homogeneous as possible, i. e., patterns are gathered by similarity. A classical rule to assign a
new pattern to a cluster is based on distances between the input pattern and templates. LVQ is
the most famous algorithm in this category.
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learning vector quantization (LVQ): The first version of the learning vector quantization
algorithm proposed by Kohonen [8] is a supervised clustering method designed for classification.
Input weights (IW) of connections linking inputs to each neuron is a vector m with the same
dimension than input x. Each neuron is assigned to a class according to the pre-defined layer
weights (LW). A classic competitive step is used to determine which neuron is the closest one
to the current input with the formula: c = argmini{||x −mi||}, and only the winner neuron is
updated according to the following rules:

mc(t+ 1) = mc(t) + α(t)[x(t)−mc(t)] if x and mc belong to the same class

mc(t+ 1) = mc(t)− α(t)[x(t)−mc(t)] if x and mc belong to different classes

α is the learning rate. To apply this algorithm, one needs to decide the value of learning rate
and the number of neurons assigned to each class. Further considering the multichannel recording
of EEG measurements, if one simply merges features from each channel, the dimension of IW
increases with the number of channels, and it thus causes memory problem in simulation. We
then consider multichannel LVQ.

Multichannel learning vector quantization (mLVQ): For multichannel LVQs, one LVQ
model is created for each channel, and trained according to the above rules to update IWs. Thus,
there are several ERP and non-ERP templates generated for each channels. In order to combine
the templates in an optimal way, we further introduce an update scheme for LWs: LW = (−||X −
IW||)†T , where X is the input matrix and T is the target matrix. The symbol † represents the
pseudo-inverse operator. Such a solution of LW is known as minimum norm least square solution.
It is originally found being used in extreme learning machine (ELM) in [9].

3 Results

3.1 Wadsworth BCI data set

The results presented here are based on the P300 speller data set from the BCI competition
III [10]1. The data set contains training and testing EEG data from two subjects. There are 85
letters for training and 100 letters for testing. For each letter, the recording consists of 15 epochs,
and within each epoch, there are 12 flashings. For each epoch, a random permutation is chosen to
highlight rows and columns. There is a 6× 6 grid in this application containing 26 letters, 9 digits
and one dash character. We are interested in the measurement window starting from the onset
of the flashing and till one second, which consists of 240 samples at a sampling rate of 240 Hz.
In case the row/column is highlighted exactly where the target letter is located, we got the ERP
response; otherwise the non-ERP response.

3.2 Experimental results

3.2.1 ERP templates

Figure 1 shows the comparison between the ERP templates estimated by P2P averaging, CC
and DTW alignment averaging, respectively. Templates are built using the first 128 trials of the
training set of subject A. Indeed, the algorithms using CC and DTW prefer to pair trials in a
binary tree structure. The latency of the P300 component in the estimated templates by CC and
DTW alignment averaging methods is different from P2P averaging. This is the effect of aligning
the component in the time domain before averaging. And we found that the template estimated
by DTW was smoother than by cross-correlation.

1The data set is available at: http://ida.first.fraunhofer.de/projects/bci/competition_iii/.
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Figure 1: Comparison of ERP templates (red solid curves) and averaged background EEG activi-
ties (black dot curves) for responses recorded on channel Cz using training data from subject A.
From top to bottom, templates are estimated by point-to-point averaging, cross-correlation and
dynamic time warping alignment averaging, respectively.

3.2.2 Classifier comparison

Simulation is carried out to compare the performance of the template-based classifiers using P2P,
CC, DTW and LVQ. The result of linear discriminant analysis (LDA) is also provided for its
simplicity and good performance in the application of BCIs. Table 1 shows the testing accuracy
for subjects A and B. The results are based on the raw measurements from channel Cz (i. e., no
pre-processing is involved). We used the full training set to estimate the ERP templates for P2P,
CC and DTW; while for LVQ and LDA, they are used to estimate the parameters of the models.
The full testing set is used to evaluate the performance of the classifiers. From the table, we can
see that LVQ and LDA achieve similar performance and are better than the classifiers using P2P,
CC, and DTW.

Table 2 shows the testing accuracy for subjects A and B based on measurements of all channels.
Due to limit of memory and the large size of the input data, one needs to re-sample the signals.
Thus, for Table 2, we first smooth the signal using a moving averaging filter with window size of
13, and then re-sample it with a down-sampling factor of 13. Further, multichannel version of LVQ
is used here. We find that the performance of mLVQ and LDA are similar again and both increase
as more channels are used for classification; while the performance of the explicit template-based
classifiers using P2P, CC and DTW is bad.

From the above simulation results, we found that the performance of classifiers (such as LVQ),
which take account of both ERP and non-ERP templates is better than those (such as P2P,
CC, and DTW) which use only one ERP template. The optimization of the combination of the
templates from different channels through assigning different weights is even more critical for
improving the accuracy.

4 Conclusion and further work

BCI applications based on P300 ERP detection, such as the P3speller, need statistical or machine
learning techniques with temporal features. ¿From a recording point of view, ERPs are graphic-
elements. They have a specific waveform clearly different from EEG background activity. Thus,
efficient modeling of the waveform can help to detect ERPs. Averaging techniques and clustering
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Method
Subject Epoch P2P CC DTW LVQ LDA

05 7 % 8 % 15 % 17 % 18 %
A 10 5 % 26 % 28 % 28 % 30 %

15 3 % 21 % 39 % 43 % 41 %
05 2 % 6 % 6 % 8 % 15 %

B 10 5 % 9 % 10 % 13 % 19 %
15 3 % 16 % 15 % 21 % 26 %

Table 1: Experimental results based on channel Cz for subjects A and B. The percentage of correct
classified letters contained in the testing set is shown regarding using the first 5 epochs, 10 epochs
and all epochs.

Method
Subject Epoch P2P CC DTW mLVQ LDA

05 9 % 7 % 7 % 47 % 45 %
A 10 13 % 6 % 12 % 77 % 78 %

15 14 % 7 % 15 % 87 % 88 %
05 3 % 2 % 4 % 72 % 76 %

B 10 3 % 3 % 3 % 91 % 92 %
15 4 % 4 % 3 % 96 % 96 %

Table 2: Experimental results based on all channels for subjects A and B. The percentage of
correct classified letters contained in the testing set is shown regarding using the first 5 epochs,
10 epochs and all epochs.

methods allow extracting one or several ERP templates. Averaging techniques using point-to-
point averaging, cross-correlation and dynamic time warping are not efficient. They produce
only one ERP template and suffer from two difficulties: first, responses are too noisy to easily
distinguish ERP from non-ERP responses; second, according to the previous remark, they do not
take into account the specificities of non-ERP responses to catch small differences between noisy
ERP and non-ERP responses. The first difficulty exists for any classification method. But, our
method mLVQ obtains similar results as LDA which is a reference technique for the P3Speller. It
is because mLVQ takes into account the second remark. Thus, template-based classifiers can also
obtain good results. Moreover, this approach can extract knowledge about the ERP waveform of
patients.

In this article, we also evaluated the promising dynamic time warping distance. This kind
of similarity measure is widely used in speech domain and align efficiently two sequences even if
they differ each other from compression and/or dilatation on some segments. However, from our
opinion, DTW suffers from the low SNR. The real EEG signals used in our simulation are too
noisy. Many artificial peaks appear in the recording and thus it is difficult to obtain a strong
alignment. In order to mitigate this difficulty, one may reduce the window of investigation to
[250 ms, 650 ms] and constrain the window size of permitted distortion to short time. It should
help to focus the attention on the critical zone.

In practice, it is also very interesting to reduce the number of channels in order to equip the
patient with a compact system with only several necessary electrodes. Thus, channel selection will
be investigated in a further work.
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Abstract

Stimulus tagging is an important technique for investigating the functional operation of the
brain. In this paper we propose the novel noise tagging method as an alternative to the more
commonly used frequency tagging technique. Noise tagging is based on spread-spectrum signal
processing techniques and has a number of theoretical advantages over frequency tagging in
terms of noise robustness and temporal resolution. However, it is unclear how the brain
will respond to this unpredictable aperiodic stimulus type. We present preliminary EEG
experiments using auditory noise tagging which show that an attenuated version of the noise
tag is detectable in EEG signals. Further, this signal is sufficient to identify; i) which noise
tag was used, ii) the time lag (≈ 50 ms) of the neural processing, and iii) to which tag the
subject was selectively attending. The last result in particular provides encouraging evidence
that noise tagging can be used as the basis for a selective attention BCI-system.

1 Introduction

Stimulus tagging is a commonly used technique where stimuli are modulated such that the modu-
lation can be detected in neural activity recordings. For example, visual images can be modulated
by changing their brightness. This modulation is expected to be processed alongside the stimulus
in the brain. Hence, the modulation tags (or watermarks) the stimulus, allowing it to be tracked as
it is processed in different brain regions at different time lags. Thus stimulus tagging is very useful
for basic physiological research. It is also very useful for BCI purposes as selective attention [1]
increases the neural response to the selected stimulus, and hence the strength of that tag.

There are two main types of stimulus tag, steady state [2] tags where the modulation occurs
more rapidly than the subject can perceive, and transient tags which happen infrequently and
evoke a transient response. Transient effects are widely used in the oddball-type BCIs, such as
P300 visual spellers [3].

Steady state stimulus tags have a number of advantages from a BCI perspective. Firstly, their
high speed means they can potentially give high timing accuracy. Secondly, as they are perceived
by the subject as a continuous modulation they can be presented for many modulation cycles,
allowing a long integration time which increases the signal-to-noise-ratio such that even very weak
responses can be detected.

1.1 Frequency tagging

The most common form of steady state tagging [2] is the frequency tag. Here the stimulus is mod-
ulated with a simple repeating modulation, such as a sine wave. A commonly used frequency tag is
the Steady State Visual Evoked Potential (SSVEP) [1] which is generated by varying the brightness
of a visual stimulus in a sinusoidal fashion, a similar approach using a low frequency amplitude
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modulation of a higher frequency carrier is the Auditory Steady State Response (ASSR) [4, 5, 6].
Frequency tagging has the advantage that the modulator is concentrated into a very narrow fre-
quency band which is easy to detect using a simple spectral decomposition. Further, because
different frequencies are uncorrelated, multiple tags can be used simultaneously and detected with
little or no interference [7].

Despite its advantages, frequency tagging has two potential disadvantages. Firstly, the narrow-
band nature of the tag leaves it susceptible to interference where a noise source near the tagging
frequency can mask the tag. Secondly, the short period of the stimulus may cause aliasing when
time lags longer than the repetition period become indistinguishable from shorter lags1.

1.2 Noise tagging

Inspired by the spread spectrum [8] techniques used extensively in wireless communication we
propose to use a novel alternative steady state stimulus tagging technique, called noise tagging.
The main idea is to spread the tagging signals’ power over a wide range of frequencies instead
of focusing it all in a narrow band. This spreading has the advantage that losing one particular
part of the signal spectrum has little effect on signal detectability. In fact the reduction in signal
detect-ability is roughly linear with the fraction of the signal spectrum lost. Such interference
robustness is important for BCI/neuro-scientific applications where parts of the signal are likely
to be lost due to either external (or neural) noise effects or simply because they are filtered out
during cognitive processing. By using spread spectrum techniques we maximize the chance that
some signal always remains in the recorded activity. Note, this also means the tag is robust to
inter-subject variations in stimulus response.

Noise tagging has the additional advantage that the tagging signal has a much longer period,
≈ 1.5 s in our experiment. This is much longer than the neural processing lags that are likely to
occur so temporal aliasing is no longer a problem.

The particular spread spectrum technique we use is Direct Sequence [9] spread spectrum. In
this method a random “spreading code” is multiplied with the signal to spread its power over
a wide band. In theory, a purely random process can be used to generate the spreading code.
However, this can cause problems if the generated tag happens to repeat (i. e. be highly correlated
with) itself at some point – re-introducing the temporal aliasing problem. Further, if one wishes to
use more than 1 noise tag at the same time, it is hard to guarantee that they will be uncorrelated.
Luckily, these problems have been solved in the telecommunications literature using specially
designed Pseudo-random number generators. In our work we use a particular form of these codes,
i. e. Golden codes [10], to ensure our noise tags are maximally uncorrelated in time with themselves
(i. e. have low auto-correlation) and each other (i. e. have low cross-correlation). Thus we ensure
the noise tags:

1. Minimize interference with other noise tags, so multiple tags can be used at the same time,
e. g. in a selective parallel attention BCI.

2. Minimize temporal aliasing, so we can accurately determine neuronal processing lags.

A Golden code is produced by XOR-ing together to individual maximal pseudo-random codes.
A maximal pseudo-random code can be easily made by appropriately choosing which stages of a
shift-register to XOR feed-back into its input, as shown in Figure 1 lower or upper blocks, such
that it shifts through all 2n−1 possible states. A golden-code is produced when two appropriately
chosen maximal codes are XOR-d together with an appropriate delay. A nice property of this
approach is that every delay produced a different golden code.

As one cannot just look at the power in a single spectral band, detecting spread-spectrum tags
is a little more complex than for frequency tagging. However, if one makes the strong assumption
that the brain response is an attenuated, time-lagged version of the stimulus then the noise-tag
can be detected using a simple correlation approach. That is by “sliding” the tagging signal over

1Using 2 tags with different can frequencies allows one to resolve this ambiguity

51

4th Int. BCI Workshop & Training Course 2008



 

 

 

+++

1 2 3 4 5

+

∆

Gold-sequence 

0-31 bit shift 

1 2 3 4 5

+
Mod 2 

31 bit 

Shift 

Figure 1: Block diagram of the generation of a golden common code.

the brain data to find the time lag where they are maximally correlated2. Note, if we believe
the brain is responding to some more complex linear transformation of the tag (such as its first
derivative) then more advanced techniques can be used3. For example in [11] Desain shows how
estimating the impulse-response to the first-derivative of the tag gives impressive results.

2 Experiments

To test the effectiveness of the noise-tagging approach we are conducting a series of EEG based
auditory selective attention experiments. The aim of these experiments is to test if the noise tag
is detectable in the EEG, to compare its performance with that of a pure frequency tagging, and
to see if selective attention to noise tagged stimuli can be used as the basis for a BCI. In detail
the experimental design is:

• a saw-tooth tone of either 512 Hz or 768 Hz is used as a carrier4.

• tags are applied to these carriers using binary amplitude modulation, where for the 0 bits
the amplitude is reduced to 20 % of its original value

• 2 frequency tags are used for comparison with the noise tag: a) 512 Hz carrier with 42 Hz
amplitude modulation and b) 768 Hz carrier with 64 Hz modulator

• 2 noise tags, called A and B, were used with a 128 bits per second modulation rate. Both
were 255 bits long. The A tag used the 512 Hz carrier and the B tag 768 Hz

• each epoch was 2 seconds long, i. e. contained 1 noise tag

• two tasks are used:

– Serial Selective Attention – where tags (and carriers) are presented one at a time
to both ears in random order and the subject selectively attends (by counting) to one
of the tags.

– Parallel Selective Attention – where two tags (and carriers) are presented simulta-
neously, one to each ear, (512 Hz left and 768 Hz right). The subject selectively attends
by counting randomly generated reduced amplitude (deviant) tags on either the left or
right side.

An example of the tags used and their spectrum is shown in Figure 2.
The experiments took place in an acoustically and electrically isolated room, with EEG

recorded in a 256 electrode Biosemi active electrode system sampled at 2048 Hz (though for anal-
ysis this was downsampled to 512 Hz).

2In fact, mathematically this is exactly what the Fourier analysis is doing behind the scenes.
3One advantage of the frequency tagging scheme is that a simple correlation analysis can detect any linear

transformation of the signal in the output.
4Note, 2 carriers are necessary so the subject can perceive the difference between the different noise tags.

52

4th Int. BCI Workshop & Training Course 2008



 

 

 

0 0.1 0.2 0.3 0.4 0.5
0

0.5

1

Time course 42 Hz tag

A
m

pl
itu

de
0 0.1 0.2 0.3 0.4 0.5

0

0.5

1

A
m

pl
itu

de

Time course 70 Hz tag

0 0.1 0.2 0.3 0.4 0.5
0

0.5

1

A
m

pl
itu

de
Time course code A

0 0.1 0.2 0.3 0.4 0.5
0

0.5

1

A
m

pl
itu

de

Time (s)

Time course code B

0 50 100 150
0

500

M
ag

ni
tu

de

Spectrum 42 Hz tag

0 50 100 150
0

500

M
ag

ni
tu

de

Spectrum 70 Hz tag

0 50 100 150
0

50
100
150

M
ag

ni
tu

de

Spectrum code A

0 50 100 150
0

50
100
150

Freq (Hz)

M
ag

ni
tu

de

Spectrum code B

Figure 2: Example auditory tags used in the experiment. The left hand plots show the time-courses
of the amplitude modulation sequences. The right hand plots show the spectral distributions of
the corresponding tag, demonstrating the spread-spectrum nature of the noise tags.

We first examined the purely perceptual response to the different tags by analyzing attended
and unattended tasks together for the serial selective attention task. This type of analysis gives us
an indication of how strongly the tag is transmitted by the brain, and hence how useful it would
be for low-level neurological investigations, but not how useful it is for a BCI. The transmission
strength was estimated by simply computing the correlation between the tag and the EEG signal
(band-passed between 30–80 Hz) on a channel-by-channel basis for all possible time lags. The
results of this analysis are presented in Figure 3 for the frequency tags and Figure 4 for the noise
tags. These results show that for both tag types which tag was used (i. e. 42 or 64 Hz, A or B
code) can be easily identified from the EEG signal using this simple correlation method, though
for the frequency tag is effect is about 2x stronger. The aliasing introduced by the short period
of the frequency tag is also apparent. The noise tag does not suffer from this problem allowing
the neural processing lag to be easily identified (50 ms in this case). Further, which of the two
noise tags was used can also be seen easily. Additionally, it appears that the frontal electrodes (#
120–170) have a significantly reduced response with a different phase. The reduced amplitude is
because these electrodes are furthest from the auditory cortices. The phase difference implies an
additional time-lag before the signal is processed by the higher-level functions in the frontal lobes.

Next we re-analyzed the data to look for selective attentional effects, which can be used as the
basis of a BCI. The approach taken was to compute the correlation between the EEG and each
possible tag, and then use these correlations as inputs for a linear regularized Logistic Regression
classifier. Exactly the same analysis technique was used for the pure-perceptual, serial and parallel
selective attention task. The results of this analysis are presented in Table 1. These results
demonstrate that there is indeed a useful attentional modulation effect for the noise-tagging which
can be identified with the correlation approach. It also appears that frequency tagging, in addition
to generating a larger perceptual signal than noise tagging, also generates a larger attentional
modulation signal. Of course, with a more sophisticated signal analysis technique, such as the
impulse response learning function of [11], we may be able to significantly improve the classification
performance of the noise-tag.

3 Conclusion

Stimulus tagging is an important technique for investigating the operation of the brain. In this
paper we proposed the novel method of noise tagging as an alternative to the more commonly
used frequency tagging technique. Noise tagging is based upon spread-spectrum ideas and has a
number of theoretical advantages over frequency tagging in terms of improved noise robustness

53

4th Int. BCI Workshop & Training Course 2008



 

 

 

42 Hz with averaged−EEG over 42 Hz trials

El
ec

tro
de

s

 

 

−0.2 −0.1 0 0.1 0.2

50

100

150

200

250
−0.06

−0.04

−0.02

0

0.02

0.04

0.06
64 Hz with averaged−EEG over 64 Hz trials

El
ec

tro
de

s

 

 

−0.2 −0.1 0 0.1 0.2

50

100

150

200

250
−0.06

−0.04

−0.02

0

0.02

0.04

0.06

42 Hz with averaged−EEG over 64 Hz trials

El
ec

tro
de

s

 

 

−0.2 −0.1 0 0.1 0.2

50

100

150

200

250
−0.06

−0.04

−0.02

0

0.02

0.04

0.06
64 Hz with averaged−EEG over 42 Hz trials

El
ec

tro
de

s

 

 

−0.2 −0.1 0 0.1 0.2

50

100

150

200

250
−0.06

−0.04

−0.02

0

0.02

0.04

0.06

−0.2 −0.1 0 0.1 0.2

−0.05

0

0.05

Time (s)

C
or

r 4
2 

H
z

Averaged over Channels

 

 
42 Hz
64 Hz

−0.2 −0.1 0 0.1 0.2

−0.05

0

0.05

Time (s)

C
or

r 6
4 

H
z

Averaged over Channels

 

 
42 Hz
64 Hz

Figure 3: Correlation analysis for the frequency tagged perceptual task. For clarity only .5 s
around the stimulus onset at time zero are shown. Left Plots: correlation of the 64 Hz tag with
the EEG, for each channel and time averaged over 64 Hz tagged epochs (top row), resp. for over
the 42 Hz tagged epochs (middle row), and for each time averaged for all channels and for the
different sub-sets of epochs (bottom row). Right Plots: same as left hand plots with A and B
reversed.

A code with averaged−EEG over A trials

El
ec

tro
de

s

 

 

−0.2 −0.1 0 0.1 0.2

50

100

150

200

250
−0.06

−0.04

−0.02

0

0.02

0.04

0.06
B code with averaged−EEG over B trials

El
ec

tro
de

s

 

 

−0.2 −0.1 0 0.1 0.2

50

100

150

200

250
−0.06

−0.04

−0.02

0

0.02

0.04

0.06

A code with averaged−EEG over B trials

El
ec

tro
de

s

 

 

−0.2 −0.1 0 0.1 0.2

50

100

150

200

250
−0.06

−0.04

−0.02

0

0.02

0.04

0.06
B code with averaged−EEG over A trials

El
ec

tro
de

s

 

 

−0.2 −0.1 0 0.1 0.2

50

100

150

200

250
−0.06

−0.04

−0.02

0

0.02

0.04

0.06

−0.2 −0.1 0 0.1 0.2

−0.02

0

0.02

Time (s)

Co
rr 

Co
de

 A

Averaged over Channels

 

 
A
B

−0.2 −0.1 0 0.1 0.2

−0.02

0

0.02

Time (s)

Co
rr 

Co
de

 B

Averaged over Channels

 

 
A
B

Figure 4: Correlation analysis for the noise-tagged perceptual task. Plot layout is the same as in
Figure 3 but for the 2 noise tags.

54

4th Int. BCI Workshop & Training Course 2008



 

 

 

Frequency Tagging (%) Noise Tagging (%)
Subject Perceptual Serial Parallel Perceptual Serial Parallel

jf 98 65 70 89 63 60
mk 85 48 64 58 52 54
km 98 – 59 73 58 55

Table 1: Selective Attention Single Trail Percentage Correct Classification Performance for the
two types of stimulus tag (frequency and noise) and different types of modulation (Perceptual,
Serial and Parallel) studied. Trials were 2 seconds long and performance was estimated using a
10-fold randomized cross-validation.

and temporal resolution. However, it is unclear how the brain will respond to this novel stimulus
type. Our preliminary EEG experiments using auditory noise tagging show than an attenuated
version of the noise tag is detectable in EEG. Further this signal is sufficient to identify the noise
tag used, the time lag for the neural processing, and which noise-tag the subject was selectively
attending in both parallel and serial tagging experiments. The last result in particular provides
encouraging evidence that noise tagging can be used as the basis for a selective attention BCI. We
are currently conducting further EEG experiments to test this possibility.

Acknowledgments: We gratefully acknowledge the support of the BrainGain Smart Mix Pro-
gramme of the Netherlands Ministry of Economic Affairs and the Netherlands Ministry of Educa-
tion, Culture and Science.
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Abstract

Common spatial pattern (CSP) is a widely used method in movement related potentials
analysis for Brain-computer interface. In this paper, a non-linear variant of CSP is introduced
by kernel method, to deal with the data with complicated distributions. A large scale kernel
CSP algorithm (LSKCSP) is proposed to overcome the difficulty of large memory demand in
the training phase of brain-computer interface application. Experiment shows that LSKCSP
algorithm is effective for large dataset training and could obtain competitive results with CSP.

1 Introduction

The common spatial pattern (CSP) [1] is a supervised spatial filter and is proved very useful for
detecting the spatial and spectral differences between two types of electrophysiological signals [2, 3].
Nowadays CSP is successfully applied in the field of brain-computer interfaces (BCI) [4], for
recognizing movement related potentials (MRP) such as ERD/ERS [5, 6, 7, 8] and slow cortical
potentials (SCP) [9]. Generally speaking, like principal component analysis (PCA) and Fisher
discriminant analysis (FDA), CSP is also a general purposed statistical method, which can be
expected helpful to a specific kind of pattern recognition tasks. However, as we know, linear
methods have their intrinsic limitation that they always make the hypothesis that the data are
linear distributed. In many cases, it is the non-linear structures that exist in the data, and for
which the linear methods are obvious not optimal. Kernel method [10, 11] is a sort of powerful
approach that can transform the method to non-linear version, by performing the method in a
usually high dimensional feature space. As one representation of kernel methods, support vector
machines (SVM) have become popular in more and more applications for classification, including
EEG pattern recognition [7]. At the same time, many classical linear methods are endowed with
new ability to deal with non-linear problems [11]. Recently a formulation and solution of CSP in
feature space are proposed and applied to ECoG/EEG classification [12]. However, the number of
samples are usually very large when training kernel CSP, such that eigenvalue decomposition of
the kernel matrix becomes difficult or even impossible. This paper proposes a novel kernel CSP
algorithm for large scale dataset. In Section 2, CSP and kernel CSP are briefly introduced, as
well as the basic algorithm. Then based on quadratic equivalent representation, the large scale
kernel CSP algorithm are proposed. Experiment result of EEG classification is shown in Section 3.
Section 4 provides a discussion and concludes the paper.

2 Methods

2.1 Common spatial pattern and kernel CSP

Let’s consider the binary classification problem. Given two variables x, y ∈ RD with a set of
observations {xi}mi=1 and {yi}ni=1, the idea is to find a spatial filter w ∈ RD such that the linear
projected signals has the high variance for one class and the low variance for the other:
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max wT Σ1w
s.t. wT (Σ1 + Σ2)w = 1 (1)

The motivation of combining kernel method and CSP is mainly based on two facts: the success
of CSP in EEG feature extraction and SVM in EEG classification. The idea is to map samples to
feature space then perform CSP there.

Φ : RD → H, z → Φ(z)

In H, the covariance matrices take the form

Σ1 = 1
m

m∑
i=1

[Φ(xi)− Φ̄x][Φ(xi)− Φ̄x]T = 1
m

m∑
i=1

Φ̃(xi)Φ̃(xi)T

Σ2 = 1
n

n∑
i=1

[Φ(yi)− Φ̄y][Φ(yi)− Φ̄y]T = 1
n

n∑
i=1

Φ̃(yi)Φ̃(yi)T
(2)

and the projection vector w can be expressed as a linear combination of all mapped samples:

w =
m+n∑
i=1

γiΦ̃(zi), zi =
{
xi, i = 1, . . . ,m
yi−m, i = m+ 1, . . . ,m+ n

(3)

where γi are undetermined combination coefficients. Define (K)ij =< Φ̃(zi), Φ̃(zj) > and

K =
[

Kxx Kxy

Kyx Kyy

]
=

m︷ ︸︸ ︷
[Kzx

n︷ ︸︸ ︷
Kzy] =

[
Kxz

Kyz

]
we get 

1
mKzxKxzγ = λ( 1

mKzxKxz + 1
nKzyKyz)γ

γT ( 1
mKzxKxz + 1

nKzyKyz)γ = 1
(4)

2.2 “Whiten and rotate” algorithm

The “whiten and rotate” algorithm is a basic algorithm for solving kernel CSP problem. We first
diagonalize 1

mKzxKxz + 1
nKzyKyz, followed by a dimension reduction step, that is to say, removing

the near-zero eigenvalues, which is called “whiten”. Then “rotation” is performed by maximizing
variance for one class. For feature extraction, similar to CSP, the filter is usually constructed by
several eigenvectors {γi}Mi=1 corresponding to the largest eigenvalues on the both ends. Finally,

scale {γi}Mi=1 by γi ← γi

/√
γiT ( 1

mKzxKxz + 1
nKzyKyz)γi for i = 1, . . . ,M .

For new sample c, the projection could be computed by

< Φ(c), wr >=
m+n∑
i=1

γr
i < Φ(c), Φ̃(zi) > = Kczγ for r = 1, . . . ,M. (5)

2.3 Large scale kernel CSP (LSKCSP) algorithm

In applications such as brain-computer interfaces, there’s usually a large number of samples, even
though some techniques, e. g., downsampling, are utilized. In these cases, diagonalizing the Gram
matrix 1

mKzxKxz + 1
nKzyKyz becomes impossible on an ordinary computer.

Quadratic Equivalent Representation. Consider the data {xi}mi=1 ⊂ RD. Due to the positive
definite property of the covariance matrix, it can be decomposed to product of two orthogonal
matrices:

m∑
i=1

xix
T
i = mΣx = V V T = [v1, v2, ..., vp] ∗ [v1, v2, ..., vp]T =

p∑
i=1

viv
T
i (6)
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where p = rank(Σx), usually p ≤ D � m.
Quadratic Equivalent Representation (QER) is defined as {vi}ri=1 plus (m-r) points located in

the origin. Compare it with the original set {xi}mi=1, we have

• They have the same covariance matrix.

• The projections to any directions have the same variance.

• When some new data, centered to the same center as {xi}mi=1, are added to the two datasets,
the above two statements still hold.

Figure 1 gives a demonstration of QER in 2-D case, where large numbers of data (indicated
by asterisk) are reduced to QER which contains only 2 non-zero samples (indicated by square).

Figure 1: QER demonstration of 2-D data. The asterisk represents the original data and the
square represents the QER data. The solid lines indicate the principal axes of the original data.

The LSKCSP Algorithm. The basic procedure is to compute the QER datasets of {Φ(xi)}mi=1

and {Φ(yi)}ni=1, and substitute QER for the original data to solve kernel CSP. This is achieved by
the following steps.

1) Segment the whole dataset of each class into several (not too) small subsets which scale
your computer could deal with.

2) Calculate the QER of each subset. Take two subsets of one class for example.

mhΣh =
mh∑
i=1

Φ̃(xi)Φ̃(xi)T = UhUT
h =

sh∑
i=1

uh
i (uh

i )T

mlΣl =
ml∑
i=1

Φ̃(xi)Φ̃(xi)T = UlUT
l =

sl∑
i=1

ul
i(u

l
i)

T
(7)

where h and l are the indices of subsets, and mh and ml are the sizes. It shows that this procedure
is essentially Kernel PCA. Note that here QER data are actually represented by the combination
coefficients of the mapped original data,

uh
i = (αh

i )T Φ(xh), i = 1, 2, . . . , sh ul
i = (αl

i)
T Φ(xl), i = 1, 2, . . . , sl (8)

3) Combine each small QERs 2 by 2 to obtain the final QER {ui}ri=1 and {vi}ti=1 for two
classes respectively. Also take the combination of Uh and Ul for example.

(sh + sl)Σhl =
sh∑
i=1

uh
i (uh

i )T +
sl∑

i=1

ul
i(u

l
i)

T

=
sh∑
i=1

(αh
i )T Φ(xh)ΦT (xh)αh

i +
sh∑
i=1

(αl
i)

T Φ(xl)ΦT (xl)αl
i

= UkUT
k =

sk∑
i=1

uk
i (uk

i )T

(9)
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4) In Equation 2, replace {Φ(xi)}mi=1 and {Φ(yi)}ni=1 by {ui}si=1 and {vi}ti=1, and now the
projection vector w could be expressed by

w =
s+t∑
i=1

ηiri, ri =
{
ui, i = 1, . . . , s
vi−s i = s+ 1, . . . , s+ t

Then Equation 4 becomes

1
m

KruKurη = λ(
1
m

KruKur +
1
n

KrvKvr)η (10)

where the Gram matrices are all part of

Kr =
[

Kuu Kuv

Kvu Kvv

]
=

s︷ ︸︸ ︷
[Kru

t︷︸︸︷
Krv] =

[
Kur

Kvr

]

3 Results

3.1 Experimental setup

In the training session or calibration measurement, each subject was asked to perform one of three
motor imagery tasks: (L)eft hand, (R)ight hand and (F)oot, according to the visual indication
on the screen. 4 s of 54 EEG channels of 13 subjects were recorded during the imagery. Not the
following feedback phase but only the labeled data are taken into consideration in this analysis,
and tasks “left hand” and “foot” are selected for we just consider binary classification here.

3.2 Data processing

Data are 9–14 Hz band pass filtered and downsampled to 30 Hz. Interval [0.5 s, 4 s] of each trial
(i. e. data for one imagery task) is taken out. One quarter of all samples for each subject is
randomly generated as the test set, the other as the training set. The size of training/test sets for
each subject are: subjects 1 and 4–12: 210/70, subject 2 and 3: 202/68, subject 13: 157/53.

On the training set, all trials of the same class are concatenated according to channels, then
CSP or Kernel CSP filters are computed, and applied to test set. Suppose that there are 100
trials for one class, then the scale of the Gram matrix 1

mKzxKxz + 1
nKzyKyz in Equation 4 is

(3.5 · 30 · 100 · 2)2 = 210002, which needs about 1.8 GB to store it if single precision is used in
Matlab, and is hard to be eigenvalue decomposed, so LSKCSP algorithm is employed.

In this experiment, samples of 10 trials length are grouped when computing the QER. Gaus-
sian kernel is chosen, for that it has a good adaptability by adjusting the variance parameter c.
Theoretically, when c becomes very large, the LSKCSP should perform like CSP.

The subset of filters are selected by median score for CSP (the number is fixed to be 6) [3].
For Kernel CSP, if the final eigenvectors are more than 6, 4 filters are selected from both ends,
and if less than 6, one from each ends are selected.

Features are extracted by computing the logarithm of the variance of the projected CSP or
Kernel CSP signals, and classified by LDA.

Method CSP LSKCSP
c = 20 c = 40 c = 80 c = 160 c = 1000

mean± std % 79.2± 15.5 67.0± 12.7 68.4± 12.6 70.2± 9.6 74.0± 8.7 73.2± 8.7

Table 1: Test accuracy averaged over all subjects.
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Figure 2: Test accuracy by CSP and LSKCSP algorithm with different variance parameters.

3.3 Results

Figure 2 shows the classification accuracy on test set for each subject. Results of LSKCSP algo-
rithm with increasing parameter c are given. For half of subjects (7/13), CSP obtains the best
result, and for other subjects, LSKCSP with specific parameter performs better. Averaged re-
sults over all subjects are given in Table 1. Generally speaking, with the increase of c, results of
LSKCSP tends to be closer to CSP, with smaller deviation.

4 Conclusion

This paper proposed a novel large scale algorithm to solve kernel CSP in BCI applications. Based
on Quadratic equivalent representation, this method find a reduced dataset to replace the original
one in the kernel CSP algorithm, which can dramatically save memory when eigenvalue decom-
posing. Actually, this QER method could also be applicable in kernel PCA for large dataset.

Compared with CSP, LSKCSP algorithm with Gaussian kernel get comparative results, which is
not strange, for a large variance parameter makes kernel CSP approach CSP. It should be pointed
out that LSKCSP so time consuming, about 20 minutes for training of one subject (processor
1.4 GHz), so it is at the limit of what is practical for online BCI training.

Another problem which should be noted is the scale of subsets in the first step of LSKCSP.
Theoretically, when centering in Equation (7), the center of the whole class but not the subset
should be used. Here we assume they are nearly the same. So the subset should not be too small
and its samples should selected to represent the distribution of the whole class as much as possible.

As our future work, 1) a better parameter selection method should be developed for LSKCSP
algorithm, 2) the influence outliers needs to be analyzed and removed, and 3) a regularization
term is considered to be added to deal with the noise.

Acknowledgments: This work is supported by National Natural Science Foundation of China
(60575044, 60771062), and National Basic Research Program of China (2003CB716104). Yang Liu
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Abstract

We present an offline analysis of a large set of BCI experiments, focusing on common
spatial filters and patterns (CSP). First, we show that it is possible to infer from the CSP
filters whether the cross-validation error of LDA-classified EEG data preprocessed by this CSP
will be high or low and predict thus the future performance of the feedback sessions following
the calibration. Our test is 7 to 10 times faster to compute than the cross-validation. Second,
from the CSP patterns, we calculate the corresponding source localization of the activations
on the cortex. We explore the possibility of applying our method towards the improvement
of calibration procedure quality and thus reduce the phenomenon of BCI illiteracy.

1 Introduction

Common Spatial Pattern (CSP) is an established method of processing raw EEG signals in order
to obtain a suitable signal projection for doing BCI in a two-class (e. g. left/right hand movement
imagination) setup [1]. It has benefitted from many enhancements over the last decade, some of
which are described in the context of the Berlin Brain Computer Interface (BBCI) in [2].

CSP is a supervised learning algorithm for two classes, which assumes that the signal measured
by EEG sensors is a linear spatial mixture of (unknown) original sources. The rows of the unknown
mixing matrix are called patterns, whereas the columns of the demixing matrix, which is the
solution of the inverse problem, are called filters. The goal of CSP is to find spatial projections
in sensor space that optimally demix the measured signal by maximizing the variance in one
class while minimizing the variance in the other class, thereby achieving optimal discriminability
for later classification. The filters are obtained by solving a generalized eigenvalue problem to
simultaneously diagonalize the covariances of both classes.

A researcher experienced with CSPs is able to decide if a given CSP filter is good or not, by
visual inspection – see Figure 1. By “good” we mean that the subject can perform BCI with
reasonably high accuracy (80 % or higher). However, the difference is not always as clear as in this
illustrative example. Moreover, it would be useful to understand, both from a machine learning
perspective as well as a physiological perspective, what makes a subject – and his CSP – “bad”.

In this paper we develop algorithms which can decide whether a given CSP filter is good, and
predict from the first session if the subject will be able to perform BCI well in future sessions,
albeit with a lower accuracy than the prediction of the quality of the CSPs.

By employing source localisation techniques we can further explain why it should be possible
to detect in the CSP filters and patterns how discriminable the mental imagination of the subject
was during the calibration phase.

To automatically learn the mapping between CSP filters and the cross-validation error on the
training set, we used recorded data from a large corpus of BCI experiments, computed the CSP on
the biggest common subset of channels and took this as the input of the mapping to be learned.
As output, we took the cross-validation error, computed using information from all the channels
that were recorded in the experiment.
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Figure 1: The 4 scalp plots on the left show a good CSP filter – cross-validation error 1 %. The 4
scalp plots on the right show a bad CSP filter – cross-validation error 50 %.

We use feature selection methods based on the Markov blanket of the target. In Bayesian
networks, the Markov blanket of a node is the set of all nodes that are needed to explain that
target node. It contains all parents (the direct causes) of that node, all children (direct effects)
and the other parents of its children as well [3].

2 Methods

2.1 Data and preprocessing

The dataset used contains 148 experiments performed at the IDA group between 2001 and 2005
with 25 subjects. The paradigm was either LR (left/right) – 49 times, or LF (left/foot) – 53 times
or RF (right/foot) – 46 times. Figure 2 shows descriptive statistics of the dataset.

The data has been filtered in the frequency domain by applying a wide-band band-pass filter
from 5 to 30 Hz.

We processed these data using the Condor HTC system on a computing cluster. The processing
we performed used the BBCI toolbox functions to first evaluate the cross-validation error on all
channels available in the experiment. Then, only the channels common throughout the whole
dataset were retained and the CSP was computed for each experiment. This was used as the
initial input to the predictor. As output (binary valued), we took the membership or exclusion
from the class of “good” experiments (i. e. less than 20 % cross-validation error on the trials
recorded). Here are the 45 channels available in all experiments considered: F5, F3, F1, Fz, F2,
F6, FC5, FC3, FC1, FCz, FC2, FC4, FC6, T7, C5, C3, C1, Cz, C2, C4, C6, T8, TP7, CP5, CP3,
CP1, CPz, CP2, CP4, CP6, TP8, P5, P3, P1, Pz, P2, P4, P6, P8, PO3, POz, PO4, O1, Oz, O2.

The dataset for the learning problem we thus obtained had 148 samples each with 180 (45
channels multiplied by 4 filters) continuously valued features and a binary target.

2.2 Algorithms

Having more features than samples is always a problem, thus feature reduction and sparsification
are to be considered. The best approach to feature reduction we found on this dataset was the
“causal explorer” [4] able to provide us with Markov blanket estimations for a target feature. Out
of all algorithms available in that toolkit, we used HITON, described in [5], very well suited for
feature selection.

With the features thus selected, we perfomed a sparsifying linear norm-1 SVM training, by
dividing the currently available training set into two equal sets, use one subset for trainig the SVM
and one for testing the effect of the SVM parameters.

In order to validate the process, everything that has been described so far is wrapped into a
leave-one-out cross-validation procedure, that iteratively leaves an experiment out and trains on
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Figure 2: Left: the distribution of the number of trials. Right: The distribution of the cross-
validation error. Bottom: The number of experiments per subject.

the data derived from the retained experiments, and then tests on the left out experiment (CSP),
after keeping only the features inferred as important on the data used for training.

A typical such feature set contains the following channels: FC5, FC3, FC1, FC2, T7, Cz, C2,
C4, CP2, CP6, P3, P1, O1. We remind the reader that we have in the dataset both experiments
where the classes correspond to imaginary movements of the left and right hands and experiments
where one of the classes corresponds to imaginary movements of one foot. In Figure 3(a) the
approximate placement of these channels on the scalp can be seen.

ALGORITHM 1.
initialize the number of errors with 0
foreach experiment, i

hold out the experiment i
use HITON MB to find the Markov blanket estimation of the target
keep only the selected features, discarding all others
split the set of remaining experiments in half
foreach value of the SVM hyperparameter C in a predefined set of 20 values,

train a norm 1 SVM on the first half
test it on the second half

retain the hyperparameter value that gave the best result and the corresponding linear model
keep only the selected features in the hold-out experiment, discarding all others
apply the linear model on the hold-out experiment
if classification fails to give the correct class, increase the number of errors

2.3 Implementation

The method has been implemented in Matlab. CVX, a package for specifying and solving convex
programs [6, 7] has been used to implement and solve various flavours of norm-1 SVMs, seen as
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(a) Approximate placement on the
scalp of the channels most relevant
to predict CSP-BCI performance.

(b) Imagined movement of a limb

Figure 3: (a) The channels selected by the causal feature selection. (b) Imagined movement of
a limb. On the left, CSP pattern. On the right, corresponding source localization on the cortex
obtained using the MUSIC model.

convex programming instances. Causal Explorer has been used to compute the Markov blanket.
Processing of the dataset (on all prefixes of each experiment) took 300 cpu-hours. The cross-
validation of our method took about two hours.

2.4 Inverse methods

To evaluate whether the CSP-patterns correspond to focal brain sources, which we expect to be
the case for useful patterns, we apply an inverse method for each pattern. We chose the well-known
MUSIC approach [8] which scans a predefined grid for dipolar sources and returns for each voxel
the goodness-of-fit of the best dipole placed at that voxel. The respective scan shown over the grid,
which in our case was confined to be on the cortical surface, provides a qualitative picture of areas
which are most likely involved in the generation of the respective CSP pattern. We emphasize
that the results are too blurred to represent true brain sources and can only be understood as a
rough indication of the source origin.

The calculations were done for a three-shell realistically shaped volume conductor using a semi-
analytic expansion of the electric lead field [9]. The volume conductor itself was chosen to be a
publically available standard head [10], and electrode locations were adjusted to this head model.

Typical appropriate locations of the sources are obtained for the good calibration sessions –
Figure 3(b), and typical mistakes for the failed calibration sessions are obtained and illustrated
in Figure 4. Please note that this source localisation analysis of the CSP patterns was purely
qualitative, as opposed to the quantitative analysis that we did on the CSP filters.

3 Results

The cross-validation process produced 27 % error. Thus we expect the method to be able to
identify the experiments leading to less than 20 % cross-validation error with 73 % accuracy. Note
that we used only 45 channels the are common to all BCI sessions in our dataset. On the other
hand, the performance to be predicted corresponds to the classifier using all electrodes for which
there is recorded data.

The results are good, given the ambitious task of predicting with the less informed CSP com-
puted on only 45 channels the performance of the (not yet computed) classifier on data processed
with all electrods for which there is recorded data. As a further advantage, the classification algo-
rithm presented here is on our data 7 to 10 times faster to compute than the 8-fold cross-validation
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Figure 4: Source localization on the cortex obtained from the “bad” CSP patterns that are most
likely related to non-movement imagination activity, using the MUSIC model. On left: seeing/eye
related. On middle: abstract cognitive processing/frontal activity. On right: no (or widely
distributed) cortical activity.

– in both cases the CSP calculation was included.

4 Discussion

About half of the experiments were under the considered threshold of 20 % used to label the
subject performance as “good” or “bad”. Therefore, for the learning problem, the dataset was
fairly balanced, which makes the error measure used appropriate.

The use of the causal feature selection techniques to BCI sensitivity analysis is new to our
knowledge and has produced set of channels that are relevant either for left hand, right hand,
foot/feet movement imagination and for general alpha power level. This sensible choice of the
channels further validates the use of this technique.

We have also run a different analysis where the input for the learning problem was the same
set of CSP filters as explained before, but the output was 1 if the minimum cross-validation error
amongst all known experiments of the same subject was below 20 %, and 0 otherwise. In other
words, we tried to predict from the CSP filter of one experiment the best performance of all, future
and past, experiments of the same subject. The precision we obtained in predicting whether the
subject will “ever” have a good training was lower, with a cross-validation error of 35 %. What
came out interesting out of this was that the set of channels usually selected was slightly different.
Here is an example: F5, F3, Fz, F2, FC5, FC1, FC2, FC4, FC6, Cz, C4, T8, Pz, POz, O1. The
difference seems to be the higher occurence of centro-parietal channels.

While looking at the localized sources for the CSP patterns one may easily identify the ac-
tivations of cortical regions. For the low performance sessions, this enables the experimenter to
pinpoint possible causes of the lack of performance in BCI for a particular subject, since he can
more accurately determine the origin of activation and thus instruct the subject on how to improve
his mental task performance.

5 Conclusion

A method to predict the success of a training session in which a subject’s EEG is recorded on at
least 45 channels while the subject performs imaginary limb movements in the Berlin BCI setup
has been presented. By employing a causal feature selection technique, based on the Markov
blanket of the target, we have been able to greatly reduce the number of features (channels) in the
input CSP filters, and in this case proved critical to the success of the algorithm which mapped
the CSP filters to sessions accuracy. As a result, we have been able to predict whether a BCI
training was successful (low cross-validation error, i. e. below 20 %), with 73 % accuracy.
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Furthermore, source localization has been employed to qualitatively inspect the CSP patterns
and explain individual performances of subjects. Whereas good CSPs correspond to expected
cortical sources, “bad” ones may be due to a variety of mental task performance “errors” which
are explainable.

This justifies the claim of the experienced BCI lab researchers of being able to see the success
of a training session from the initial CSP filters. Also, this opens the perspective – to be confirmed
with further online studies – of being able to reduce the BCI illiteracy by instructing properly
(e. g. “try to imagine a concrete movement.” or “are you vizualizing the scene?”) the subjects
who, initially, do not have a very good performance.
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Abstract

One of the fundamental criterion for the successful application of a brain-computer in-
terface (BCI) system is to extract significant features that confine invariant characteristics
specific to each brain state. Distinct features play an important role in enabling a computer to
associate different electroencephalogram (EEG) signals to different brain states. To ease the
workload on the feature extractor and enhance separability between different brain states, the
data is often transformed or filtered to maximize separability before feature extraction. The
common spatial patterns (CSP) approach can achieve this by linearly projecting the multi-
channel EEG data into a surrogate data space by the weighted summation of the appropriate
channels. However, choosing the optimal spatial filters is very significant in the projection
of the data and this has a direct impact on classification. This paper presents an optimized
pattern selection method from the CSP filter for improved classification accuracy. Based on
the hypothesis that values closer to zero in the CSP filter introduce noise rather than useful
information, the CSP filter is modified by analyzing the CSP filter and removing/filtering the
degradative or insignificant values from the filter. This hypothesis is tested by comparing
the BCI results of eight subjects using the conventional CSP filters and the optimized CSP
filter. In majority of the cases the latter produces better performance in terms of the overall
classification accuracy.

1 Introduction

Brain-computer interface (BCI) involves transforming signals from the brain into control signals
for transmission of messages or commands, thus offering a new communication pathway between
human brain and the computer system [1]. Patients suffering from motor impairments, severe
cerebral palsy and spinal chord injuries (SCI) may use a BCI system as a substitute communication
pathway which relies only on the mental imagination and not on neuromuscular control. The
main difference between BCI techniques and human-computer interface (HCI) tasks lies in not
relying on muscular response, but only on detectable signals representing responsive or intentional
brain activity. Recently there has been a significant growth in BCI technology but there are a
significant number of issues and areas that need to be improved [2] – reasons being the complexity
and ambiguity of the EEG signals recorded from the brain [3].

Many BCIs are based on EEG signals which are modified by motor related brain activity, as
these signals exhibit significant and lateralized event related activity. Event related desynchroniza-
tion (ERD) is the phenomenon which results in amplitude attenuation of certain EEG rhythms
when an event is initiated or is taking place in the brain [4, 5]. On the other hand, event-related
synchronization (ERS) is an amplitude enhancement of a certain EEG rhythm when cortical areas
are not specifically engaged in a given mode of activity at a certain instant of time [4].To capture
only these rhythms, a band pass filter between 8–26 Hz can be applied to filter out the non-event
related data. Even though hand movement (motor) imagery-related ERD/ERS forms a centre
close to the hand representation area in close proximity to the electrodes C3 and C4, one or two
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EEG signals recorded from both hemispheres are insufficient to completely describe the state of
brain activation during motor imagery [6]. Thus when using only 2 or 3 electrodes, it is difficult
to obtain the same accuracy as compared to multichannel EEG which captures most of the event
related information [6]. On the contrary, using a large number of electrodes adds more irrelevant
data but choosing good spatial patterns helps to reinforce the event related information. Common
Spatial Pattern (CSP) filtering provides an efficient solution for a larger number of channels. The
goal of CSP is to devise spatial filters that lead to new time series whose variances are optimal for
the discrimination of different brainstates or EEG classes. The CSP method is used to estimate
spatial filters that reflect the specific activation of cortical areas during movement imagination (cf.
Section III for more details on CSP).

In this work, the CSP method is used to find the appropriate CSP filter for a 60 channel EEG
recorded during motor imagery-based BCI experiments. The most significant CSP filters are then
statistically analyzed and each filter is optimized by removing the values from the filter which are
assumed to introduce noise rather than enhancing separability between different classes of EEG.
The technique developed for doing this is based on the hypothesis that values closer to zero in the
common spatial pattern are not significant and introduce noise. This hypothesis is then tested by
comparing results for the conventional CSP filters and the optimized one.
The remainder of the paper is organized into four sections. Section II contains details on the BCI
Competition III multichannel/multiclass datasets and acquisition procedure. Section III discusses
the CSP method and a novel CSP optimization technique. Results are plotted in section IV for
the comparison of CSP and its variant. Section V provides the conclusion.

2 Data acquisition and configuration

The datasets used in this analysis are datasets IIIa and IVa provided for the third International
BCI Competition [7]. A berief description of these datasets is as under:
The dataset IIIa was recorded from three subjects using a 64 channel amplifier from Neuroscan,
and was filtered between 1 and 30 Hz. The subject sat on a comfortable chair and had to perform
left, right hand, tongue and foot movement imagination according to the cue on the screen.

Each trial begins with a black screen and a beep sounds at t = 2 s, at which time a fixation
cross appears on the screen which is indication for the subject to get ready. At t = 3 s an arrow
appears on the fixation cross indicating the imagined movement to be executed, pointing left,
right, up or down for left/right hand, foot and tongue imagery, respectively. The subject performs
the imagery task until t = 7 s. Each of these four tasks was performed 10 times in a random order
in each run.
Dataset IVa was recorded with slight variation from dataset IIIa. 118 EEG channels were used
for data acquisition and arrows were displayed for 3.5 s indicating the corresponding task to be
performed. The presentation of target arrows were intermitted by periods of random length, 1.75
to 2.25 s, in which the subject could relax [7].
In this work, which is only a 2 class analysis, the data was filtered between 8–26 Hz to remove the
components which are generally not event-related.

3 Methodology

The purpose of CSP is to filter the original data using the optimally designed CSP filter into new
time series i. e., to produce the surrogate data space for the discrimination of two populations. The
patterns designed in this way help to maximize the variance for the ‘left motor imagery’ trials and
minimize the variance for the ‘right motor imagery’ in the surrogate data space [6, 8, 9, 10, 11, 12].

3.1 Common spatial patterns

CSP filtering involves linearly projecting the multichannel EEG data into a surrogate data space by
a weighted summation of the appropriate channels. This projection is based on the simultaneous
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diagonalisation of the covariance matrices from both classes [6, 8, 9, 10, 11]. This diagonalisation
is achieved by the following three steps.
Let X be a single trial EEG matrix for N-channel EEG of size N × T where T is the number
of samples in a trial. A single trial is one specific imagined movement in a cue based paradigm
depending on the direction of the arrow. The normalized covariance for the two classes

∑
L and∑

R can be represented as:

∑
k

=
1
n

n∑
i=1

XiX
t
i (k ∈ {L,R}) (1)

where n is the total number of trials for the class k, respectively. For the simultaneous diagonali-
sation of these two covariance matrices, the first step is to perform the whitening transformation
i. e., finding a matrix P such that:

P

(∑
L

+
∑
R

)
PT = I (2)

where PT represents the transpose of P .
According to spectral theory, using P the matrices Q and D can be calculated using (4) below. The
columns of the matrix Q are the eigenvectors and the diagonal matrix D contains the eigenvalues.

P
∑
R

Q · PT = Q ·D ·QT (3)

From Equation 1 and 2

P
∑
L

Q · PT = Q(1−D)QT (4)

The mixing matrix W can be calculated as :

W = QT × P (5)

With the mapping matrix W , the trial X is projected as

Z = W ×X (6)

From Equation 4 and 5 it is clear that the eigenvalues of the transformed covariance matrices sum
to one. By construction, the variance for a left movement imagination is largest in the first row
of Z and decreases for the subsequent rows [6]. The opposite is the case for a trial with right
motor imagery. Thus those eigenvectors whose corresponding eigenvalues are close to 1 or 0 are
chosen as spatial filters [6]. This can be achieved by arranging the eigenvalues in ascending or
descending order and matching corresponding columns of the W matrix. The appropriate number
of eigenvectors from both sides is chosen as filters; generally between 2 to 6 from either side of the
eigenvector matrice is optimal.

3.2 Optimizing the CSP filter

The chosen eigenvectors represent the filters whose values symbolize the weights to be applied to
corresponding channel for mapping the data to the surrogate data space. It is important that the
spatial pattern be used efficiently for optimal mapping. For this reason, in this work the CSP filter
has been analyzed and filtered to improve the performance. Table 1 portrays the range of values
in the CSP filter (4 eigenvectors – 2 from either end of the eigenvector matrix). It is important to
note that the greater the weight of the eigenvector value, the greater the impact the corresponding
channel would have on the surrogate data space. The values in the eigenvector which are closer
to zero have a very small impact in the surrogate data space and can often introduce noise and
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Statistics Eigenvector 1 Eigenvector 2 Eigenvector 3 Eigenvector 4
Range −3.808→ 1.873 −3.579→ 4.112 −2.971→ 6.367 −4.485→ 4.288
Threshold 0.5241 0.7697 0.9348 0.8703

Table 1: Statistics for CSP filter of Subject 1.

Figure 1: Eigenvector optimization of CSP vector 1 for Subject 1.

degrade the effectiveness of CSP filter. Based on this observation, the modified CSP matrix, Ψ,
can be extracted from the CSP filter W based on the significance of the weights in the filter.

The threshold value for removing superfluous weights is chosen based on the hypothesis that
the values closer to zero in the eigenvector curve (cf. Figure 1 for example) are non significant and
add noise rather than useful information and thus should be discarded. To illustrate this, Figure 1
shows plotted values for first eigenvector from the CSP filter W for subject 1 and the modified
eigenvector with values close to zero set to zero. To achieve this, the values of the eigenvector are
first arranged in ascending order.
Let w = w1, . . . , wn be the values of the eigenvector population. To obtain the values closer to
zero in the eigenvector curve the range γ of the eigenvector w, is given as:

γ = max(wj)−min(wi) (7)

If λ is the percentile of the range γ close to zero to be discarded, then the interval used for
thresholding the eigenvectors is calculated as

Threshold interval =
[
0− λ · γ

2
, 0 +

λ · γ
2

]
(8)

Thus the optimized matrix Ψ is extracted from W as;

Ψi,j = Wi,j for |Wi,j | > Threshold (9)

Ψi,j = 0 for |Wi,j | < Threshold (10)

where,

Threshold =
λ · γ

2
(11)

All the values lying in this interval are truncated to zero. The resulting CSP pattern will then
contain only the significant values which lie outside the threshold obtained via the above analysis.
Note that the columns of Ψ (the mixing matrix) are the modified common spatial patterns which
are time-invariant EEG source distribution vectors.
To apply the filters, X, the input trial, which is spectrally pre-filtered between 8–26 Hz is fed to
the modified CSP filter Ψ which maps the original EEG data into new surrogate space Z

Z = Ψ×X (12)
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Figure 2: Classification accuracies for 3 subjects (IIIa) across sessions.

Cross-validation Test data (unseen)
CSP Modified CSP CSP Modified CSP

Sub1 92.4 95.2 93.3 96.1
Dataset IIIa Sub2 82.3 90.1 78.9 87.3

Sub3 78.8 83.2 70.0 74.1
Sub4 81.4 83.2 62.1 69.7
Sub5 97.8 93.8 88.5 82.4

Dataset IVa Sub6 67.1 74.8 68.0 78.5
Sub7 75.0 78.5 79.1 76.1
Sub8 90.7 88.5 80.1 82.0
Mean 83.2 86.4 77.5 80.8

Table 2: Classification accuracies.

For feature extraction, the log-variance of the surrogate data is used as the feature vector for
classification. The CSP filters and feature extraction are continually calculated from a 1s wide
window slid across the trials.

V = log{(var(Z)} (13)

4 Results and discussion

To assess the modified method, data from the right and left hand imagination trials from the BCI
competition are utilized. 5-fold cross-validation was carried out for each subject, where the data
was partitioned into a training set (80 %) and a validation set (20 %). Tests were performed five
times using a different validation partition each time. Information obtained using the maximum
mean-CA (mCA) rates on the 5-folds of validation data was used to setup the CSP filter and
classifier for a final single trial test on unseen test data (as per the BCI competition splits ). The
modified CSP was setup by varying λ between 10–40 % of the range of the vector during cross-
validation and it was observed that generally λ ≈ 10 % provides the optimal performance.
Table 2 lists the classification accuracy rates for the comparison between the traditionally used
CSP method and the modified CSP for the eight subjects. These results indicate that for six
subjects out of eight, the classification accuracy is improved by applying eigenvector filtration
indicating that elimination of non- event related information from the surrogate dataspace using
modified CSP is beneficial for a BCI. Figure 2 also shows that the response latency is reduced by
the modified CSP (only subjects 1–3 are shown). It is notable that the modified CSP pattern helps
improve the classification accuracy on average by ∼ 4 %. These results indicate that the hypothesis
that weights closer to zero in the CSP eigenvector are non-significant and can be degradative to
performance although statistical significance cannot be shown due to the small subject samples
and the large variation in results across subjects. Further fine tuning of λ could improve the
performance but it has been observed that, in general, removing ∼5–20 % of the values closer to
zero yields an acceptably optimized CSP filter.
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5 Conclusion

The results presented in this work indicate that appropriately modifying the eigenvectors of the
most significant CSPs can have a significant influence on the CSP filter. Eigenvectors values
around zero should be removed as they can be a noise source and degrade the separability of
motor imagery in the surrogate data space. To the best of the author’s knowledge this aspect
of CSP filtering is not accentuated in the literature. The results could be enhanced through
a more detail investigation into the optimal number of CSPs or subject-specific frequency filter
selection [8, 9]. Further statistical analysis on the CSP pattern could enhance the BCI accuracy by
introducing adaptive thresholds, which could help suppressing insignificant information for online
systems.
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Abstract

Recently, there are a lot of researches on Brain Computer Interface (BCI) system, and some
systems have already been put to practical use. However, the development of the fail safe
function is indispensable to be able to use the BCI system more safely. In this paper, we try to
detect misoperation of BCI system by analyzing electroencephalogram (EEG) signals recorded
during misoperation. Mathematical morphological multi- resolution analysis is adopted as a
tool of EEG analysis. This method is a kind of wavelet analysis with non-linear characteristics.
In this study, it is investigated about optimal data length, electrode position and feature
extraction method. Effectiveness of a proposed method is confirmed through experimental
studies. As the results, we found out that construction of BCI system with fail safe function
is possible.

1 Introduction

Electroencephalogram (EEG) signals can be used to move a cursor to a target on a computer
screen. Such an EEG-based brain computer interface (BCI) can provide a new communication
channel to replace an impaired motor function [1]. It can be used by e. g., handicapped users with
amyotrophic lateral sclerosis (ALS). In such a BCI system, information (e. g. ERD/ERS, P300
etc.) which is included in EEG signals related to a cognitive task or motor imagery is used in
order to estimate the will of humans. For the EEG signals recognition method, there are many
methods have been proposed. For example, Pfurtscheller et al. extracted ERD/ERS from EEG
during right and left hand motor imagery and made it use for the pattern recognition for single-
trial wave form by a neural network [2]. We also have studied pattern recognition method based
on autoregressive (AR) model about right and left hand motor imagery [3, 4]. However, it seems
to be impossible to construct a complete BCI system, since it depends on human state. Therefore,
some compensation function is needed in BCI system. The research about error potential by
Schalk et al. [5] is useful to construct such function. However, the estimation of will of human and
the detection of misoperation must be done simultaneously in the BCI system in order to enable
a continuous operation with the fail safe function. In other words, the operation of the machine
based on the estimation of the will must be always executed, and the detection result of machine
misoperation must be used to stop machine as a fail safe function. From the viewpoint of such
BCI system, the error potential seems to be insufficient, because the detection period of error is
different from the estimation period of human’s will. Such different information seems to be able
to be extracted at a time, by using either multi channel EEG signals or different frequency band
signals.

Therefore, in this paper, we try to detect misoperation of BCI system by applying mathemat-
ical morphological multi-resolution analysis [6, 7] to EEG signal as a basic research. And it is
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Figure 1: Timing chart.

investigated about optimal data length, electrode position, feature extraction method. Effective-
ness of a proposed method is confirmed through experimental studies. As the results, we found
out that construction of BCI system with fail safe function is possible.

2 Experimental paradigm

During the experiment, subject fixated a computer monitor 100 cm in front of him. Each trial was
10 s long and started with the presentation of a fixation cross at the center of the monitor, followed
by a short warning tone (‘beep’) at 2000 ms (see Figure 1). At 3000 ms, the fixation cross was
overlaid with an arrow at the center of the monitor for 1250 ms, pointing to the left or to the right.
Depending on the direction of the arrow, subject was instructed to imagine a movement of the
left or the right hand. At 5000 ms, the monitor displays the feedback as result of discrimination
of BCI system for 3000 ms.

In this study, two kinds of experiments are executed. One is “Motor Imagery Discrimination
Experiment (Exp. I)” and this purpose is to train subject. The other is “Pseudo Feedback Ex-
periment (Exp. II)” and this is executed to obtain EEG data during misoperation of BCI system.
Exp. I has been executed in the past for other purpose (EEG-based control of robot [4]). There-
fore, the specifications of Exp. II are different from the specifications of Exp. I, although they
should be set to be same. Three subjects (N, U, Y) participated in these experiments. They are
20–23 years old and free of medication and central nervous system abnormality.

2.1 Experiment I (motor imagery discriminate experiment)

Two subjects (N, U) participated in this experiment. Each of the subjects participated in 10
sessions, all on different days. Each session consisted of 3 experimental of 60 trials (30 ‘left’ and
30 ‘right’) and lasted for about 1.5 hours. The sequence of ‘left’ and ‘right’ trials, as well as
the duration of the breaks between consecutive trials (ranging between 500 and 2500 ms.), were
randomized throughout each experimental run. In 2–10 sessions, the feedbacks are executed based
on the parameter estimated from the previous experimental data. Feedback is refreshed every
250 ms on the monitor. Sampling frequency of EEG signals acquisition is 500 Hz. EEG recording
electrode positions are shown in Figure 2(a).

Right hand movement or left hand movement were able to be discriminated about 90 % on
both of these subjects at tenth experimental day. These two subjects participated in the following
Exp. II. The method of this experiment is the same as in [3]. Therefore, the detailed explanation
of this experiment is omitted in this paper.

2.2 Experiment II (pseudo feedback experiment)

Three subjects (N, U, Y) participated in this experiment. Subject Y did not have the experience
of Exp. I, but he was well informed of the experimental situation and system. In this experiment,
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Figure 2: Electrode positions.

the feedback has displayed only one direction for 3000 ms. All subjects are told that feedback has
to do with motor imagery before the experiment (as Exp. I). However, feedback was generated
artificially at random regardless of subject’s motor imagery.

“Correct-Class” data is defined as EEG signals obtained when the direction of feedback arrow
on monitor is same as the direction of instruction arrow. “Error-Class” data is defined as EEG
data obtained when the direction of feedback arrow on monitor is different from the direction of
instruction arrow. The presentation ratio of “Correct-Class” to “Error-Class” is 8:2. The sampling
frequency is 512 Hz. EEG recording electrode positions are shown in Figure 2(b).

3 Signal analysis and pattern recognition method

3.1 Mathematical morphological multi-resolution analysis

In this study, we use the mathematical morphological multi-resolution analysis. These are captured
as a unified manner [7]. In this section, mathematical morphological multi-resolution analysis is
described. As basic operations, we employ Minkowski addition ⊕ and Minkowski subtraction 	,
those are respectively defined as follows.

[f ⊕ g] (t) = max
t−u∈F

f(t− u) + g(u) (1)

[f 	 g] (t) = min
u∈G

f(t− u)− g(u) (2)

Here, f(t) is the input signal and g(t) is the structural function which characterizes the filters
which will be constructed below. The sets F and G denote the domains of f(t) and g(t), respec-
tively. Conventionally, it is assumed that every signal takes the value −∞ out of its domain. By
combining these operations, we define two morphological filters:

Opening : fg(t) = [(f 	 gs)⊕ g](t), (3)

Closing : fg(t) = [(f ⊕ gs)	 g](t), (4)

where gs(t) := g(−t) . The opening process for f(t) by g(t) removes the parts in the positive
direction of the wave form of f(t) those are too narrow to fit for the wave form of g(t) attached
below. In contrast, the closing filter removes the narrow negatively directed parts. In other
words, opening (resp. closing) smooth f(t) from the positive (resp. negative) direction by g(t).
Furthermore, the open-closing filter consisting of successive applications of the opening followed
by the closing provides an effect of low pass filter. Thus, we can also construct a high pass filter
by taking the difference between the input signal and its open-closed result.

Low pass : Ψ↑(t) = (fg)g(t) (5)

High pass : ω↑(t) = f(t)− ψ(t) (6)
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Figure 3: Properties of morphological
filter.

Figure 4: Schematic diagram of three-
level signal analysis.

Notations are borrowed from [6]. The up arrow indicates increasing of the level in multi-
resolution. The schematic figures of morphological operations are shown in Figure 3.

It is necessary to set out the structural function to use morphological filters. By the convention,
the structural function has finite values only in the processing window and takes −∞ on the
outside. In this paper, we use the Haar type structural functions. The Haar type structural
function is defined with a constant parameter c and the width of window 2n+ 1 as follows.

g(t) =
{

c −n ≤ t ≤ n
−∞ otherwise (7)

A sequence of successive processes with varying structural functions constitutes a multi-resolution
signal analysis. To describe this more precisely, let us assume that there exist sets Vj and Wj for
each level j (j = 0, 1, . . . , L). We refer to Vj (resp. Wj) as the signal space (resp. detail space)
at the level j. Then, for a given input signal x0 ∈ V0 , we obtain the following recursive analysis
scheme.

x0 → {x1, y1} → {x2, y2, y1} → · · · → {xk, yk, yk−1, . . . , y1} → · · · (8)

where xj+1 = ψ↑j (xj) ∈ Vj+1, yj = xj − xj+1 ∈Wj+1, for xj ∈ Vj , xj+1 ∈ Vj+1.
Conversely, the input signal x0 can be reconstructed by summing up the detail signals at every

level. A three-level signal analysis scheme is depicted in Figure 4. In this study, we increase
the width of windows by 2 to the power of levels. And two types of multi-resolution analysis
are adopted. One is a method which uses the closing morphological filter (CMF) fg(t) as a low-
pass filter. The other is a method which uses the closing-opening morphological filter (COMF)
(fg)g(t) as a low-pass filter. The former method and the later method will be called MRA-CMF,
MRA-COMF respectively as an abbreviation.

3.2 Pattern recognition method

3.2.1 Notations

We summarize the notations used in this section. M is the number of trials. x0(t), xj(t), yj(t), ỹ(t)
are EEG signals, low frequency component signals of level j, high frequency component signals
of level j and reconstructed signals from {yα(t), yβ(t), yγ(t), . . .} , respectively. The discrete time
parameter t runs from 1 through N .

3.2.2 Feature extraction

At first, EEG signals are reconstructed by using yj(t). In this study, 11 kind of reconstructed
signals are used for feature extraction (see Table 1). In the table, ‘Lu’, ‘Lv’, and ‘Lw’ are the
definitions of sets of signals. For example, level ‘Lu’ means sets of signals {y4, y5, y6}.
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Reconstructed signal 0 1 2 3 4 5 6 7 Lu Lv Lw
Signals used x0 y1 y2 y3 y4 y5 y6 y7 y4, y5, y6 y5, y6, y7 y4, y5, y6, y7

Table 1: List of reconstructed signals used in experiments.

Figure 5: Pattern recognition results based on each reconstructed signal (subject Y).

Next, the following value is estimated from the reconstructed signals as a feature parameter
related to event related potential (where H(·) is Heaviside function).

s =
N∑
t=1

{H(ỹ(t)) · ỹ(t)} (9)

3.3 Decision rule

Bayes classifier is adopted as the pattern recognition method with the assumption that the feature
value s is a random variable with normal distribution. The discrimination function is as follows:

k∗ = arg max
k

Pr(Ck|s) = arg min
k

{
ln(σk) +

1
2σ2

k

(s−mk)2 − Pr(Ck)
}

(10)

4 Results

The period of processing data is set to be the period from 5000 ms to 5500, 6000 and 6500 ms (pro-
cessing data length is 0.5, 1.0 and 1.5 seconds), since feedback arrow is shown at 5000 ms. Pattern
recognition result based on each reconstructed signals are shown in Figure 5. Figure 5(a) and 5(b)
show the result based on MRA-CMF and MRA-COMF respectively. The pattern recognition
results in each subject are shown in Figure 6.

Figure 5 shows that optimal data length is 0.5 seconds for recognition. High accuracies are
obtained by signals reconstructed from Level 4th, Level 7th or Level Lw (4, 5, 6, 7) signals.

This fact suggests that Level 4th signal and Level 7th signal has an essential information about
the reaction of subject related to misoperation of BCI system. Figure 6 shows that optimal filter
(closing filter or close-opening filter) is depend on each subject. The optimal electrode position
seems to be Cz, C3 or C4. These electrodes are used to determine right-hand movement or left-
hand movement. This fact suggests that detection of subject’s motion imaging and detection of
subject’s reaction of misoperation of BCI system are possible by using the signals obtained from
the same electrode.

5 Conclusion

In this paper, we tried to detect misoperation of BCI system by applying mathematical morpho-
logical multi-resolution analysis to EEG signal. Although more precise investigation about optimal
method (e. g. tuning method, optimal filter etc.) is needed yet, it was confirmed that detection of
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Figure 6: Pattern recognition result in each subject (target signal is reconstructed by using level
Lw signals, data length: 0.5 s.)

subject’s reaction related to misoperation of BCI system was possible. Our results suggest that
the will of human may be able to be estimated by using the reconstructed signals (level 2 and/or
3) and the misoperation may be able to be detected by using the reconstructed signals (level 4
or Lw). A BCI system with the fail-safe function will be able to be achieved by advancing this
research further.
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Abstract

A method is presented to tag (watermark) stimuli with carefully chosen binary pseudo
random noise codes, and to decompose the EEG response into short waveforms for each rising
or falling transition in the stimulus. This decomposition can be used for EEG classification
by computing the class which has maximum correlation between the measured and predicted
EEG response. Classification performance when a single class is present is excellent (85 %),
and very robust when a small pass band or short time interval is used. A unique feature of
this method is that, while it is easy to generate tags for any number of classes, training the
classifier is needed only for responses to one stimulus class, and few trials (up to about a
minute of data) suffice for training.

1 Introduction

The neural responses of stimuli with a repetitive character have been well studied in EEG and
MEG. These “Steady State Evoked Potentials” (SSEP) are thought to reflect the frequency- and
phase-locked responses of neural circuits to periodic stimulation [1]. This has been shown in the
tactile, visual, and auditory domains [2, 3, 4]. As certain features of these stimuli, such as power
and phase at the stimulation frequency, are modulated by (selective) attention, SSEPs have been
used as the basis of BCIs [5]. Furthermore, the phase difference between stimulus and response
can be used as a probe for cognitive processing time and order (modulo the stimulation period).

However, interesting frequencies in the various domains (1̃0–140 Hz) are in the same range as
spontaneous oscillations that occur in the brain (alpha, theta, gamma) which may complicate
analysis. One approach to attenuating the relatively narrow band noise from other cognitive
process would be to use a spectrally spread stimulus. One could think of chirps, frequency hopping,
pseudo random noise and other signals that have a broadband spectral character. This will only
work if the underlying hypothesis of an attuning process claimed to explain SSEP does not hold:
oscillators cannot attune to non-periodic or fast changing signals. Thus a test with this signal is
valuable both for scientific reasons to explore the dynamics of interacting neuronal populations
and for the pragmatic aim to increase the robustness of BCI systems.

Broadband signals have already been used for single cell behavior [6]. In [7] this approach is
elaborated for amplitude modulated auditory stimuli and EEG responses. In this paper we focus
on the classification process and a way to structurally decompose the noise codes and demonstrate
how they form a powerful new method for probing cognitive processing.
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Figure 1: a) Average spectrum of a set of 31 golden codes of 31 bits long, presented at a bit rate
of 31 Hz. b) Average spectrum of long sequence of a repeating golden code.

2 Pseudo random codes

Pseudo random noise is an optimal deterministic periodic signal with statistical properties close
to that of Gaussian White Noise. For applications in signal detection the random bit codes need
certain properties. To be able to detect the time-lag of a code in a response, the auto-correlation
of a code should be close to zero for all time lags different from zero. To distinguish different codes
easily, the cross-correlation between codes should be minimal at all time lags. There is a family
of codes, golden common codes [8], which have this property and is used heavily in broadband
communication systems (WIFI, cell phones). The spectrum of these codes is shown in Figure 1.

3 Decomposition of the signal

One nice property of purely periodic stimuli, such as the more commonly used frequency tags, is
that they can be detected by simply looking for an increase in signal power at the stimulation
frequency in the neural response. This is possible because the total response after the current
stimulus is simply the sum of the appropriately delayed responses to all previous stimuli. As
the delays between stimuli are set the terms in this sum are constant hence giving a fixed total
response. Thus purely periodic stimuli generate a periodic response with the same frequency.
This is true even if the responses to individual stimuli have a much longer duration than the
inter-stimulus interval, i. e. the stimulus responses overlap.

Unfortunately for non-period stimuli, such as Pseudo-Random noise tags, this is no-longer true
because the delays between stimuli are no-longer fixed. When inter-stimulus interval is much longer
than the stimulus response, then this is not a problem as one can directly learn an estimate of
individual stimulus responses. This is the approach taken in Event Related Potential BCI systems
such as visual P300 spellers. However, as stimulus response durations can be quite long, e. g. in
P300 systems significant response lasts up to 700 ms after stimulation [9], this non-overlapping
requirement places quite a strong limit on the stimulation rates and hence system bit-rates.

What we would like is to estimate a single isolated stimulus’s individual impulse-response from
an over-lapping set of training responses. We can the used the impulse-response to re-construct
the estimated total response to a known overlapping stimulus sequence, and use the correlation
between the recorded and estimated responses as the basis of a classification system. This paper
presents such an approach where we decompose the response to a stimulus sequence as a sum
of overlapping impulse-responses to the stimulus events contained in the sequence. We learn the
individual impulse responses using a least-squares technique. The effectiveness of the technique is
demonstrated with classification results on EEG data derived from pseudo-random-noise tagging
experiments.
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Figure 2: The decomposition of a mean EEG into its structural components and fit to the data.

The input stimulus is a binary modulation sequence. As we believe the brain responses mainly
to changes in input, we treat the transitions in this bit sequence as the stimulus events. Further,
we postulate that the brain responds differently to rising (0–1) and falling (1–0) transitions.
Finally, assume that each transition contributes a time-limited impulse-response waveform which
combine linearly to give the total stimulus response. Figure 2 illustrates this model. The same
decomposition model was used for timing signals in [10]. In algebraic terms this model can be
written as:

x(t) =
L∑
τ=1

Ir(t)r(t− τ) + If (t)f(t− τ) (1)

where, x(t) is the total response at time t, L is the duration of the response, r(.),f(.) are the
temporal responses of the brain to a rising (resp. falling) edge in the stimulus, and Ir(t), If (t)
are indicator functions which have the value 1 if there is a rising/falling edge at time, t, and 0
otherwise. This model can more compactly be expressed in matrix notation using a structure
matrix M to encode the indicator functions Ir, If , as,

x =


...

Ir(i : i+ L)
...

∣∣∣∣∣∣∣∣
...

If (i : i+ L)
...

[ rf
]

= Mp (2)

where, x is the column vector of modeled response for each time, the rows ofM signify sample times
with each row being the previous row shifted 1 element to the right, and p is the concatenation of
the two types of response function. Equation 2 is linear in the temporal responses, r and p, so these
parameters can be found using a least-squares regression with the average measured response.

4 Experiments

We collected the 128 channel EEG responses for 140 trials of listening to a saw-tooth carrier wave
of 420 Hz, AM modulated by one of two cosine filtered pseudo random noise modulators presented
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Figure 3: Edge components derived from the regression fit, for two classes and the averaged and
windowed waveform used for classification.

at 168 bits/second. For details of the experimental procedure see [7]. Two noise-tags were used,
called code A and B, in a sequential purely perceptual mode. The classification problem was to
identify which stimulus the subject was exposed to at each point in time. All classification results
are estimated using 3 seconds of EEG data with 10-fold cross validation, with 20 testing trials,
from a dataset containing 280 trials (140 per class).

To classify EEG signals we use a simple correlation approach, where the predicted class is
that which has maximal correlation with its class prototype. We present results for 2 types of
class-dependent prototypes. The first is simply the mean EEG response for this class. This is
used as a base-line for comparison. The second is the decomposition approach presented above,
where the decomposition was conducted independently for each channel1 This yielded very good
fits: predictions explained up to 33 % of the variance for the best electrode. In Figure 3 the
impulse-response functions are shown for the two classes. It can be seen how the responses are
similar in the central region but differ towards the edges. We believe these differences are due to
overfitting, and use a simple cosine window (parameters) and the mean of the two waveforms to
suppress these differences. Note, using an appropriately regularized parameter estimate may be a
better approach to deal with this overfitting issue. We intend to pursue this approach in future
work.

4.1 Results

To estimate classification performances a subset of the channels were used, where the subset was
found using two different strategies. The first used a stepwise forward selection procedure to
incrementally add the single best electrode until training set performance was maximized. The
second approach used first used Independent components analysis to determine create a set of
“virtual electrodes” from which the forward selection procedure was again used.

In terms of classification performance using the mean EEG response obtained 79 % correct,
using all 128 channels. Using the decomposition with electrode selection on the raw EEG channels
gave a significantly better 85 % correct, whereas using ICA derived virtual channels gave 94%
(using on average 9 ICA components). In Figure 4(a) it is shown which channels were used in the
decomposition classification. The topology of the most often selected ICA component is shown in
Figure 4(b). This shows a clear dipole nature over the auditory cortex, as would be expected for
an auditory stimulus.

To demonstrate the robustness of the decomposition approach (and the pseudo-random noise
tags) Figure 5 shows the classification performance as a function of the pass-band of a spectral

1Note these different approaches have different advantages and disadvantages. The decomposition approach
treats all rising and falling edges as the same and so cannot represent any non-linearity or history dependence of
the response. However, because it uses an order of magnitude fewer parameters, the decomposition may extract
underlying regularities better and be less prone to over-fitting.
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Figure 4: a) Channels used in the various folds of the cross-validation, b) Topology of the most
often selected ICA component.
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Figure 5: a) Classification rate for octave-wide pass-band signals. b) classification rate vs. training
set size.

filter and as a function of the training set size. This clearly shows that classification performance
gracefully degrades as more of the signal it attenuated away (i. e. the pass band narrows). Further,
only a very small amount of training data, 25 trials which is 75 s of data, are required to obtain
75 % of the full-training set performance.

Finally, to demonstrate that impulse-responses learned on one stimulus sequence can be used
with another, we trained the decomposition using only data from one code and tested it on the
other. Classification rates only dropped by only a few percent (from 94 to 91 %). This proved
the validity of the approach and limits the amount of time needed for collecting training data in
multi-class setups considerably. This is not possible in the mean EEG method which uses complete
induced or evoked responses directly.

5 Conclusion

We have demonstrated how pseudo random noise sequences with certain characteristics can be
exploited as a stimulus tagging method. Furthermore, the EEG response can be predicted from a
decomposition based on the structure of rising and falling edges in the tag. For auditory amplitude
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modulation this decomposition technique proved very successful: classification rates are high and
can be reached with very little data, and even from data obtained from a different tagging sequence.
Furthermore, the detection is robust with shorter durations or small pass bands causing a slow
and graceful degradation of the classification rate. These properties show that noise tagging
represents a very promising approach for the development of a BCI. It is usable in the tactile and
visual domain as well. For P300 spellers the possibility to handle overlapping responses at fast
flashing rates seems promising to optimize these types of BCIs [9]. One possible improvement
that we are investigating is the construction of bit codes which preserve their low auto and cross
correlation properties when short sub-sequences are used.

Noise tagging is also potentially very useful for tracing and decomposing cognitive processing
through a set of sequential modules, each with their own location and time delay. Further the
systematic comparison of this new method to the use fixed frequency tags, would allow us to gain
insight in how far and where in the brain oscillatory attunement present, if at all. We intend
to investigate this issue further in future work. This investigation could further be enhanced
by decomposing the individual electrode responses as weighted and time delayed versions of an
individual edge response.
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gramme of the Netherlands Ministry of Economic Affairs and the Netherlands Ministry of Educa-
tion, Culture and Science.
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Abstract

In this paper, the application of online wavelet transform for the detection of motor im-
agery tasks in real-time brain-computer interface (BCI) experiments is described for the first
time. Wavelet packet (WP) features were compared with band power (BP) features, both
selected with Distinction Sensitive Learning Vector Quantization (DSLVQ). Unlike other stud-
ies, online performances are compared in this work. Thereby the WP/BP features were used
to detect oscillatory patterns in ongoing EEG during different motor imagery tasks and to
generate real-time-feedback in the BCI experiments. The WP method performed slightly
better than the standard BP method in the online experiments and in the subsequent of-
fline cross-validation analysis, but no statistically significant difference could be found in the
performance increase.

1 Introduction

An electroencephalogram (EEG) based brain-computer interface (BCI) is a communication system
that provides a direct connection between the human brain and a computer [1]. Thereby the bio-
electrical activity of the human brain is modified by mental activity (thoughts) without requiring
any physical movement. Different EEG signals can be used as input to a BCI, either event-related
potentials (ERPs) or transient oscillatory changes in the ongoing EEG. Motor imagery (MI) can
induce event-related desynchronization (ERD, amplitude suppression) and/or event-related syn-
chronization (ERS, amplitude enhancement) in alpha and beta frequency bands and has been
shown to represent an efficient mental strategy for operating a BCI [1, 2].

Feature extraction is one of the key issues in BCI research and its goal is to find a suitable
representation (signal features) of the EEG data that simplifies the subsequent detection of MI
patterns. Ideally, the signal features should encode the brain patterns just associated with the
MI performed by the user. Traditionally, signals are analyzed in either the time domain or in
the frequency domain. Wavelet transforms overcome these problems by providing a multi-level
time-frequency decomposition of signals, which allows the simultaneous use of longer duration
intervals for low-frequency information and shorter duration intervals for high-frequency informa-
tion. Wavelet transform has already been used for the detection and de-noising of ERPs [3, 4, 5]
and recently also for offline analysis of oscillatory EEG [6, 7]. The outcome of these studies was
that wavelet transforms improve the detection performance compared to other existing feature
extraction methods. Up until only Hsu [5] reported results of an online BCI for the detection of
ERPs during real finger movements, but no one has reported on the online analysis of oscillatory
EEG components during MI.

The goals of this paper are (i) to demonstrate that wavelet transforms using wavelet packet
analysis (WP) can be used for online BCI experiments, and (ii) to conduct an online comparison
study to explore whether wavelet transform features perform better than standard band power
(BP) features. Therefore all subjects performed BCI feedback experiments with BP features as
well as with WP features.
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2 Methods

2.1 Subjects, data recording and experimental paradigm

Five subjects (2 males and 3 females, age 26.0±3.7 years) participated in this study. Three bipolar
EEG derivations (C3, Cz and C4; 2.5 cm anterior and posterior to the position of the 10/20 system;
ground electrode at Fpz) were recorded with a sensitivity of 50 µV, band pass filtered between
0.5 and 100 Hz (activated power line notch) and sampled at 250 Hz. The BCI system consisted of
an EEG amplifier (g.tec, Guger Technologies, Graz, Austria) and one data acquisition card (E-
Series, National Instruments Corporation, Austin, USA). The BCI algorithms were implemented
in MATLAB 6.5 and Simulink 5.0 (The MathWorks, Inc., Natick, USA) using the open source
package BIOSIG (http://biosig.sourceforge.net/).

The participants were instructed to imagine either a kinesthetic left or right hand movement,
depending on a visual cue stimulus (arrow pointing to the left or right between seconds 3 and 4.25).
Visual feedback between seconds 4 and 7 was presented continuously (sample-by-sample) by using
a horizontal bar graph, in which the length of the bar was proportional to the classification output.
The exact timing scheme is illustrated in Figure 1.A. Each run consisted of 40 trials (20 left and
20 right cues), whereby the sequence of right and left cues was randomized within each run. The
subjects participated on five different days (called sessions) and in each session, four experimental
runs were performed. The data of the first training session (tr) was recorded without feedback
and used for the offline analysis. In all other sessions (fb1-fb4) online feedback was provided. The
task of the subject was to keep the MI task over the entire feedback period. In each session, two
runs with feedback based on BP features and two runs with feedback based on WP features were
performed. The order of feature extraction type has been permuted for each subject and session.

Figure 1: (A) Timing of the paradigm. (B) Symlet “sym9” mother wavelet.

2.2 Feature extraction: band power (BP)

For each of the three bipolar channels 16 non-overlapping frequency components between 6–38 Hz
were calculated with a bandwidth of 2 Hz. The frequency components were computed by digitally
band pass filtering the EEG signal (Butterworth IIR filter of order 5), squaring and averaging the
samples over the past second. Finally, the logarithm was computed from this time series.

2.3 Feature extraction: wavelet packet analysis (WP)

For each of the three bipolar EEG channels the wavelet coefficients obtained by a wavelet packet
analysis were calculated as features. A symlet (sym9) mother wavelet was used (see Figure 1.B),
which has already been used for the detection of oscillatory changes in the electrocorticogram [8].
One level of wavelet decomposition separated the original signal into two complementary halves,
i. e. approximation and detail. In each half, the number of samples was reduced by half because
of dyadic down-sampling. Thereby the frequency range was also reduced by half. Due to the
sampling frequency of 250 Hz, the theoretical frequency content was 0–125 Hz. After the first level
of decomposition the resulting approximation component contained signals from 0–62.5 Hz and the
detail component contained signals from 62.5–125 Hz (so the bandwidth was reduced to 62.5 Hz).
After the second step the bandwidth was reduced to 31.3 Hz, after the third step to 15.6 Hz and
so on. Decomposition up to level 4 was performed to have on the one hand a reasonable frequency
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resolution (e. g. beta band 15.6–23.4 Hz) and on the other hand to keep the number of features
and therefore the computational effort small. Not only the 16 wavelet packet features from the
fourth decomposition level were used, but also the components from higher levels, resulting in a
total number of 31 features for each EEG channel. It was only necessary to consider the half of
the components (fifteen), because of the interest in the alpha and beta band components (same
frequency range of interest as used by BP features). The WP signals were reconstructed, squared
and logarithm transformed to achieve power values [8]. For the last online-session a decomposition
up to level 5, with a reduced subset of 15 components in the interesting frequency range (similar
to [4]), has been used.

2.4 Feature selection with DSLVQ and classifier setup

The feature extraction procedure used yielded up to 16 BP features and 15 WP features for each
EEG channel. For selection of the most informative features the ‘Distinction Sensitive Learning
Vector Quantization’ (DSLVQ) was used (for details see [9]). The major advantage of DSLVQ is
that it neither requires expertise, nor any a priori knowledge nor assumption about the distribution
of the data. Furthermore, not only relevant features, but also feature combinations are identified.
Features were selected according to following criteria (with the precondition of a symmetrical
arrangement [2]): (i) large mean feature relevance and small variance, (ii) only important during
MI, (iii) two features per channel, (iv) same features for all channels, (v) adjacent BP features
were combined to one feature (e. g. 20–22 Hz and 22–24 Hz were combined to 20–24 Hz). In case
of WP features condition (v) is changed to: use features of lower decomposition level if both
lower and higher level features are equally important. The selected features were used to set up
a Fisher’s linear discriminant analysis (LDA) classifier to discriminate between the two different
mental states; for each feature extraction method one classifier was setup. The accuracy rates
were estimated by a 10 times 10-fold cross-validation LDA-training.

After each feedback session, a classifier update (DSLVQ selected feature set and LDA weights)
was performed for both feature extraction methods (BP and WP) based on all data recorded in
the previous session. The updated classifier with the modified feature set was only used in the
next session if the classification accuracy could have been increased (see last column in Table 1).

3 Results

In Figure 2 the feature relevance of the extracted wavelet packets up to decomposition level 4 is
given over the trial time for one channel. Each row corresponds to a feature and the value in each
cell is the feature relevance. The cells are plotted in dark if the feature is important during this
0.5 seconds time period. In this dataset the important features are the wavelet packets with the
number 26 (∼16–31 Hz), 27 (∼16–23 Hz), 28 (∼23–31 Hz) and 30 (∼8–15 Hz), whereby feature 26
is a feature after decomposition level 3 and decomposed into feature 27 and 28 by the next wavelet
decomposition step. Therefore only feature 26 and 30 have been selected. The features selected
and used for BP and WP for all sessions and subjects are given in Table 1.

After each experimental session the online performance of each run was estimated by plotting
the classification accuracy over the trial time. The highest classification accuracy during the
feedback time of this accuracy was extracted and used as a performance measure. In Figure 3.A
the classification accuracy is displayed; beginning with second 4.5 it climbs above 95 %, but single
class accuracy goes up to 100 %. The point with the largest accuracy during the feedback time
is marked. The accuracy for all runs and subjects is given in Table 1 together with the cross-
validated classification accuracies. Either band power (BP) or wavelet packet (WP) features were
used in each run, and the order of feature type was alternated (the used method for each run is
indicated in Table 1). The box plots of all online accuracies in Figure 3.B shows that WP slightly
performed better than BP.

Paired sample t-tests showed no significant differences between the conditions (BP and WP)
for the online classification accuracy (t(4) = 1.776, n. s.). The grand average of the classification
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Figure 2: DSLVQ feature relevance map over the trial time for channels C3 using wavelet features
(decomposition level 4) extracted from data of subject s1 (session fb1). The maps of channel Cz
and C4 are not displayed because of lack of space. The number in each cell is the feature relevance
and important features are highlighted with a darker background. The classification performance
over the trial time is given in the last row. The selected features are marked with dotted rectangles
(feature 26 and 30).

accuracy of wavelet features (mean ± SD = 91.15 % ± 8.37 %) is slightly larger than for band
power features (90.08 % ± 8.84 %). One phenomenon that was also reported by the subjects was
that the wavelet features needed slightly more time to move the feedback bar to the correct side,
but were more accurate compared to the band power features. A more detailed analysis showed
that in session fb2 wavelet was significant better than band power (t(4) = 2.450; p = 0.07; with
BP mean = 87.63 % and WP mean = 90.63 %) and as well in session fb3 (t(4) = 2.449; p = 0.07;
with BP mean = 90.27 % and WP mean = 93.75 %). The paired sample t-tests of the offline
cross-validation accuracy showed again no significant differences (t(4) = 0.376, n. s.) between the
two conditions.

Figure 3: (A) Online Performance (classification accuracy) of run 2 in session fb3 of subject s1
using wavelet features (20 trials per condition). The cue onset is indicated at second 3 with a dot
dashed line. The feedback (FB) was given from second 4 to 7. The indicated highest classification
accuracy during the feedback time is marked (99.4 % at second 5.9) and used in Table 1. (B)
Box-plots of the classification accuracy for both conditions (band power [BP] or wavelet packet
[WP]) of each subject.

4 Discussion and conclusion

The goals of this study were (i) to investigate whether wavelet transform can be used for online BCI
feedback experiments and (ii) to compare the online BCI performance between wavelet features
and standard band power features. The results presented show that the proposed method based on
wavelet-packet decomposition in combination with a DSLVQ feature selection process can be used

89

4th Int. BCI Workshop & Training Course 2008



 

 

 

Table 1: Online classification accuracy in percent of each run and session. In brackets the used
feature extraction method either band power (B) or wavelet packet decomposition (W) is indicated.
The BP frequency bands and the WP feature numbers are specified. Cross validation accuracy
in percent of each session for BP and WP features WP is given in the right part of the Table.
In the last session (fb4) a wavelet decomposition till level 5 was used. The last column (update)
indicates if a new classifier (C) with a different feature set (F) based on the current data was used
for the following online session.

online results cross validation results
run 1 run 2 run 3 run 4 BP WP BP WP update
[%] [%] [%] [%] band [Hz] nr. [%] [%] BP / WP

s1 tr 87.0 88.0 CF / CF
fb1 97.5 (W) 86.0 (B) 89.4 (B) 92.3 (W) 10–14 20–28 28 30 96.9 97.5 CF / CF
fb2 98.5 (B) 96.3 (W) 99.3 (W) 99.1 (B) 10–14 22–26 26 30 98.8 100.0 – / –
fb3 100.0 (B) 99.4 (W) 97.5 (B) 100.0 (W) 10–14 22–26 26 30 99.4 100.0 – / CF
fb4 100.0 (W) 100.0 (B) 83.9 (W) 96.5 (B) 10–14 22–26 54 60 97.5 96.9

s2 tr 90.0 88.1 CF / CF
fb1 97.5 (B) 95.0 (W) 97.1 (W) 92.5 (B) 10–16 19–27 27 30 94.4 93.8 CF / CF
fb2 92.5 (B) 93.8 (W) 97.5 (B) 99.1 (W) 10–12 16–24 20 26 95.6 95.0 – / CF
fb3 100.0 (W) 99.2 (B) 97.5 (B) 97.4 (W) 10–12 16–24 20 28 97.5 96.3 CF / CF
fb4 94.5 (W) 97.1 (B) 98.3 (W) 97.5 (B) 10–12 20–24 52 54 97.5 96.9

s3 tr 96.3 94.4 CF / CF
fb1 92.2 (B) 97.5 (W) 98.7 (W) 100.0 (B) 11–14 17–23 26 30 94.4 95.0 – / –
fb2 86.4 (B) 96.3 (B) 95.0 (W) 99.4 (W) 11–14 17–23 26 30 95.0 96.3 – / –
fb3 95.0 (B) 95.0 (W) 91.0 (B) 96.8 (W) 11–14 17–23 26 30 93.1 93.8 CF / CF
fb4 93.9 (W) 92.5 (B) 95.0 (B) 99.4 (W) 10–14 22–28 50 60 95.6 96.9

s4 tr 83.5 84.0 CF / CF
fb1 88.9 (B) 89.3 (B) 81.8 (W) 81.9 (W) 10–14 22–26 27 30 81.9 81.3 C / C
fb2 86.1 (W) 81.4 (B) 81.1 (B) 85.3 (W) 10–14 22–26 27 30 82.5 82.5 CF / CF
fb3 92.3 (W) 87.0 (B) 91.2 (W) 86.1 (B) 10–14 20–26 28 30 86.3 86.3 C / CF
fb4 94.9 (B) 91.1 (W) 92.2 (W) 95.7 (B) 10–14 20–26 52 59 88.8 84.4

s5 tr 78.5 79.6 CF / CF
fb1 77.8 (B) 74.3 (B) 72.7 (W) 70.5 (W) 10–14 22–30 26 28 73.1 76.9 – / –
fb2 82.6 (W) 79.5 (B) 69.9 (W) 64.1 (B) 10–14 22–30 26 28 68.8 70.0 CF / C
fb3 73.6 (B) 79.1 (W) 75.8 (B) 86.4 (W) 10–14 24–32 26 28 77.5 80.6 CF / CF
fb4 88.5 (W) 86.9 (W) 80.4 (B) 86.7 (B) 10–14 22–30 55 60 80.6 83.1

to detect oscillatory patterns in the ongoing EEG. Single trial classification of different MI tasks
is possible and accurate online feedback based on these wavelet features can be given. Online
classification accuracies between 70 % and 100 % were achievable. Therefore the statement of
Hinterberger et al. [10] that “wavelet transformed data cannot be fed back on-line before the end of
a trial. . . ” and “wavelet transformed data should serve for BCIs without immediate feedback. . . ”
is not longer valid.

In the online experiments, the wavelet features performed slightly better than band power
features (in two subjects better and in three subjects equal), but because of the performance
variations of the subjects over the runs, no statistically significant difference could be found in
the performance increase. In the offline evaluation only for one subject WP features were not
superior to BP ones. These findings are consistent with the results of existing offline studies, in
which wavelet analysis outperformed other methods [4, 5, 7, 8].

When comparing the online classification results and the accuracy rate obtained by the offline
analysis, several differences need to be considered. The main difference between both is that online
results are given for each run and the cross validated offline results only for each session. Although
in single online runs performances with 100 % accuracy could be achieved in subject s1, s2 and s3,
only the data of s1 could be separated offline with 100 % accuracy. The reason for this result are,
that the time course of the classification accuracy varies in each run, so the time point of the best
classification is slightly different for each run. If the data of all four runs per session are analyzed
together, an averaged time course exists. Subjects s4 and s5 improved with both methods over
the sessions, in contrast to subjects s1 and s2 which retained their high classification accuracy
over the sessions but could not improve further. In the case of the offline performances, a general
improvement for all subjects and methods could be achieved, except for session fb4 in subject s1
and fb3 in subject s3. In case of subject s1 it was nearly impossible to exceed the result of fb3
with 100 % accuracy, but fb4 was very good with 97 % classification accuracy.
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In general, the difference between published offline studies and this online study is that in the
offline studies only the best possible separability of the data rather than the performance achieved
is given (see also difference in this work between online and cross-validated offline results). Clearly
a large number of methods and parameters can be compared in an offline study and various
optimization procedures can be applied to find the best separation between the different MI
tasks. Nevertheless it is not guaranteed that the subject would perform better with the optimized
method. In contrast to that, in this work both feature extraction methods have been used in
online experiments and it could be demonstrated, that the wavelet packet features selected in the
offline analysis can be applied and successfully in online sessions. The prediction out of the first
training session that wavelet and band power features should work and perform similarly has been
proved. In summary, it could be demonstrated for the first time that a wavelet transform can be
used for an online EEG-based brain-computer interface to detect oscillatory patterns in ongoing
EEG during MI.

Acknowledgments: This work was carried out as part of the PRESENCCIA project, an EU
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BM0601: Neuromath.
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Abstract

A recently introduced blind source separation concept called time-frequency ratio of mix-
tures (TIFROM) is employed to build spatial filters for brain-computer interfaces (BCI) pre-
processing. TIFROM works on the concept of sparsity, that is, it seeks to locate single source
zones by finding few adjacent low variance areas in the time-frequency decomposed mixtures.
The method presented in this paper is under-determined and is adapted with some modifi-
cations to the need of BCI preprocessing for two class motor imagery tasks. Two distinct
groups of electrodes (5 each) around and including C3 and C4 (from the international 10-20
system) were chosen a priori for estimating corresponding filters.

The mean accuracy values of 8 subjects in 2 sessions are compared with CSP and Infomax.
The pairwise t-test concluded that CSP performed significantly better than Infomax in both
sessions. However, with respect to TIFROM, CSP was found to be significantly better in
only one of the session. Moreover, no significant difference was found between the results of
TIFROM and Infomax.

1 Introduction

A new blind source separation (BSS) concept called time-frequency ratio of mixtures (TIFROM) [1]
is introduced in this paper. It was already shown [2] that TIFROM can separate dependent,
Gaussian or non-stationary signals and there exist some areas in the time-frequency plane where
single sources occur, that is, the signals are sparse in the time-frequency domain. Moreover,
the method is reported to be particularly successful in separating linear instantaneous under-
determined mixtures [2]. It is this under-determined approach of TIFROM that will be employed
to build spatial filters for BCI preprocessing in this study. More specifically, TIFROM seeks to
build two spatial filters for the two class motor imagery data representing discriminative task-
related activity in regions contra-lateral to the movement side. In this regard, two distinct groups
of electrodes (5 each) around and including C3 and C4 (from the international 10-20 system)
were utilized to estimate corresponding filters. The results of the TIFROM are compared with
Infomax [3] and common spatial patterns (CSP) [4, 5]. The reason for choosing Infomax as BSS
method was its better performance in comparison with other ICA-based algorithms in recent
years [6, 7]. On the other hand CSP, which is a supervised method, is considered as the best
performing algorithm in BCI preprocessing.

2 Methods

2.1 Experiment

The electrode montage, illustrated in Figure 1 (right), consists of electrodes for recording the EEG
signals. The 22 signals were sampled with 250 Hz and filtered between 0.5 and 100 Hz. Moreover,
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Figure 1: Left: Timing of a trial of the training paradigm. Right: EEG electrode setup, some
labels corresponding to positions in the international 10–20 system are indicated.

line noise was suppressed by enabling a 50 Hz notch filter. This study was conducted on datasets
recorded from eight healthy subjects, not experienced with BCI training. They were seated in a
comfortable armchair in front of a computer screen.

The experimental paradigm consisted of two different tasks, that is, right and left hand move-
ment imagination. The beginning of each trial (at t = 0 s) was indicated by an acoustic tone along
with the display of a fixation cross on the screen. After two seconds (at t = 2 s), a visual cue (an
arrow pointing either left or right) appeared for 1.25 s on the screen. Each position of the arrow
required the subject to perform the corresponding imaginary movement. Specifically, they were
asked to keep up the imagination of the movement between seconds 3 and 6. After six seconds (at
t = 6 s), the fixation cross disappeared indicating the subject to relax. The next trial started after
a short break of 1.5–2.5 seconds. The experimental paradigm is illustrated in Figure 1 (left). Two
sessions of each subject were recorded on different days, each session comprising 6 runs. Each of
the two types of cues was displayed 12 times within each run (which yields a total of 72 trials per
session for each class) in a random order. All the runs of each session were concatenated. Overall,
there were 144 trials in each session for every subject.

2.2 Time-frequency ratio of mixtures

For the sake of simplicity, a model of linear instantaneous mixtures of two sources is considered
first. Signal mixtures are denoted by x1(t) and x2(t). Each is a linear combination of the source
signals denoted by s1(t) and s2(t):

x1(t) = a11s1(t) + a12s2(t) (1)

x2(t) = a21s1(t) + a22s2(t) (2)

In matrix notation these equations can be written as x = As, where A is a mixing matrix
whose inverse is directly estimated, up to a scaling and permutation factor, by using the time-
frequency information contained in the observations. More specifically, TIFROM seeks to estimate
the inverse of the mixing matrix [2]:

Ã−1 =
(

1 1
1/c1 1/c2

)−1

(3)

Here, c1 = a11/a21 and c2 = a12/a22, which give estimated separated sources y as follows:

y(t) = Ã−1x(t) = [a11s1(t), a12s2(t)]T (4)
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The coefficients ci in the estimated inverse of the mixing matrix are automatically determined
by using time-frequency information in the observations. To this end, the short-time Fourier
transform (STFT) of the observations xi, denoted by Xi(tj , ωk), is computed:

Xi(t, ω) =
1√
2π

+∞∑
−∞

xi(τ)h(τ − t)e−jωτ (5)

Xi(t, ω) is the contribution of the signal xi in the short time and frequency windows respectively
centered at time t and frequency ω. The STFT decomposition only requires a single source to
occur alone in a few adjacent time-frequency windows for its resolution [2]. This leads to the
fundamental assumption of the TIFROM approach:

For each source si, there exist some adjacent time-frequency windows (tj , ωk) where only Si
occurs:

Sl(tj , ωk)� Si(tj , ωk), ∀l 6= i

TIFROM then seeks to make those single source areas obvious by calculating the complex
ratio:

α(tj , ωk) =
X1(tj , ωk)
X2(tj , ωk)

(6)

The linearity of the STFT operator allows to write the complex ratio α as follows:

α(tj , ωk) =
a11S1(tj , ωk) + a12S2(tj , ωk)
a21S1(tj , ωk) + a22S2(tj , ωk)

(7)

The coefficients are computed in the following way: For each frequency ωk (or time tj), the
sample variance of the complex ratio α(tj , ωk) is calculated on the series Γq of M short overlapping
time windows (or frequency windows):

Var[α](Γq, ωk) =
1
M

M∑
j=1

‖α(tj , ωk)− α(Γq, ωk)‖2 (8)

The sample mean α of the complex ratio α is defined as:

α(Γq, ωk) =
1
M

M∑
j=1

α(tj , ωk) (9)

What remains to be done is to sort the values of Var[α](Γq, ωk) in ascending order. The lowest
value directly gives a time-frequency domain (Γq, ωk) with only one source. The corresponding
coefficient ci is then given by α(Γq, ωk). The second coefficient can be found by searching the
next lowest value of Var[α](Γq, ωk) associated with a significantly different value of α(Γq, ωk) by
using a threshold of minimum difference between the two values. The separated signals thus can
be obtained by applying the inverted mixing matrix.

The extension of the basic model (2 × 2 case) to the N × N case can be done elegantly by
considering the coherence property of time-frequency maps [2]. More specifically, the areas (Γq, ωk)
where a single source appears alone in one observation are the same for all observations. That is,
a single source manifesting itself in some adjacent time-frequency windows of one channel, will be
present in all the channels in the same areas. As a consequence of this coherence, single source
areas can be detected by analyzing the variance of the ratio α(t, ω) = Xi(t, ω)/Xj(t, ω) associated
to only one pair of observation. The inverse of the mixing matrix for the N ×N case is depicted
below:

Ã−1 =


1 . . . 1

1/c12 . . . 1/cN2

...
. . .

...
1/c1N−1 . . . 1/cNN−1

1/c1N . . . 1/cNN


−1

(10)
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2.3 TIFROM for BCI preprocessing

Ideally speaking, for a single source to occur alone in a time-frequency domain (Γq, ωk) the corre-
sponding variance Var[α](Γq, ωk) should be zero in that region. However, there is always a small
interference from other sources and the variance values will be different from exactly zero. This
suggests that the method needs a variance threshold in addition to the threshold value required
for the separability between the sources. In the case of EEG-related brain patterns, both of
these thresholding criteria are subject-specific. Therefore, in order to circumvent this problem,
the TIFROM method was adopted for BCI preprocessing with some modifications. The modified
method is described in the following paragraphs.

First of all, STFT decomposition was performed on each single trial. The STFT of the signals
was computed with the full sampling frequency of 250 Hz using 250 points. These parameters
ensured a maximum frequency resolution of 1 Hz. In the next step, only time-frequency bins that
fell in the range of 7–30 Hz and 3–6 s (motor imagery period) were chosen for further analysis.
Next, the ratio of these STFT-transformed signals were computed according to (6). To this end,
we computed the ratios with respect to the two contra-lateral channels C3 and C4 corresponding
to positions in the international 10–20 system. Due to their importance in the method, channels
C3 and C4 were termed as pivot channels. To be more specific, X1 in (6) means pivot channel (C3

or C4) whereas X2 is a symbol for the remaining channels. Each of these time-frequency ratios of
decomposed signals with respect to C3 or C4 will be processed separately with the aim of building
spatial filters, one for each of them. For further processing, one group will be considered and the
same procedure will be true for the other one.

For one pair of observation, i. e. one pair among C3–c1, C3–c2, . . . (where c1, c2, . . . represent
5 channels, including and surrounding C3 – see Figure 1), the sample variance of the complex
ratio α was calculated on M short adjacent frequency bins for each time tj . The parameter M
in this study was chosen to be 4, with the aim of estimating 11 overlapping 4 Hz frequency bands
in one pair of observation. Specifically, the adjacent frequency bands thus obtained were different
from each other by 2 Hz (e. g. 7–10 Hz, 9–12 Hz, . . . ). The process described in the lines above was
repeated for all pairs of observations in a group. Thereafter, the algorithm seeks to find for each
frequency band the averaged time-frequency bin where the variance is smallest. The corresponding
coefficient was then determined by the sample mean of the complex ratio α according to (9) (here
the summation is performed over k). The procedure was repeated for each frequency band and all
the respective coefficients ci were estimated along with the corresponding observation pairs. The
next step consisted of filling the coefficients in the mixing matrix as represented in (10). In this
context, it should be mentioned that due to the coherence property, the averaged time-frequency
area where a source appears alone in one observation is the same for all observations. Therefore,
the mixing matrix is obtained with columns corresponding to distinct frequency bands and rows
to observations (5 channels), according to (10). Each column represents a unique averaged time-
frequency bin where the variance is smallest at one of the pair of observations. It can readily be
seen that the method is under-determined as one pair of observations can correspond to two or
more columns. The same procedure as described in the preceding paragraphs is applicable to the
other group (C4–c1, C4–c2, . . . ), thereby obtaining a second mixing matrix.

2.4 Feature extraction and classification

For the computation of spatial filters with Infomax preprocessing, the entire data (i. e. a whole
session) for each subject was used. The unmixing matrix (i. e. spatial filter) thus obtained was
then multiplied to the entire (raw) data. As a next step, for each of these twenty-two components,
logarithmic band-power features were calculated. The frequency band selected was 7–30 Hz for
all subjects. Overall, there were 22 band-power features corresponding to 22 ICA components. In
contrast to the Infomax, TIFROM utilized only the motor imagery period (3–6 s) and a frequency
band of 7–30 Hz to calculate unmixing matrices. It has already been mentioned that TIFROM
calculates two unmixing matrices based on two distinct group of channels including and surround-
ing the two contra-lateral pivot channels. Therefore each of these unmixing matrices were then
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Session 1 Session 2
Subject TIFROM Info CSP TIFROM Info CSP

s1 80.4 76.8 79.5 87.0 84.4 91.0
s2 59.6 58.7 58.9 59.0 60.4 64.4
s3 92.4 93.2 98.0 94.6 92.8 96.1
s4 92.7 93.3 95.9 95.9 97.5 98.9
s5 96.5 93.0 93.4 93.7 92.2 94.0
s6 74.3 72.8 73.1 66.7 74.0 74.6
s7 63.5 55.8 59.0 59.2 59.8 56.4
s8 66.2 70.9 75.2 75.9 79.6 91.4

Mean 78.2 76.8 79.1 79.0 80.0 83.4

Table 1: Overall accuracies (in %) of TIFROM, Infomax and CSP.

multiplied to EEG data of corresponding channels. The number of components so obtained in each
case was 11 – a total of 22 components. Finally, for each of these 22 components one band-power
feature was calculated by utilizing a frequency band of 7–30 Hz.

After feature extraction, the next step is the same for both preprocessing methods. For this
purpose, 90 % of the data was used to train a linear statistical classifier (Fisher’s linear discriminant
analysis, LDA) [8]. Within each trial, samples between seconds 4.5 and 5.5 were used to train the
classifier. This classifier was then applied to the remaining 10 % of the data and the classification
accuracy was calculated. The whole procedure was repeated 10 times, i. e. a 10×10 cross-validation
procedure [8] was performed.

In the case of CSP, signals were first band-pass filtered in the range of 7–30 Hz, then the
samples were partitioned into 10 parts before building two CSP spatial filters. Each part was used
as test set only once in the following way. The (two) spatial filters were calculated on the basis of
the 90 % portion (nine parts) and were then applied to this data. In the next step, 6 components
(the first and last three) were chosen and log-transformed normalized variances were calculated
for each of the components. Next, these features were forwarded to a linear statistical classifiers
(Fisher’s linear discriminant analysis, LDA). The classifier weights were calculated and along with
two spatial filters was then applied to the remaining 10 % of the data. The whole procedure was
repeated 10 times, i. e. a 10× 10-fold cross-validation procedure was performed and classification
accuracies were determined. The same time slice (between second 4.5 and 5.5) was used to train
the classifier like in the case of Infomax and TIFROM. It should be mentioned that in the case of
CSP like TIFROM the time slice of (3–6 s) was used to calculate the spatial filters.

3 Results

The accuracy values for TIFROM, Infomax and CSP for all the subjects and two sessions are
shown in Table 1.

In this comparison the pairwise t-test was applied to the data (Table 1) for each session
separately at a 5 % significance level. The results revealed that CSP performed significantly better
than TIFROM in the second session. On the other hand, CSP performed significantly better than
Infomax in both sessions. Similarly, pairwise t-tests did not find significant differences between
TIFROM and Infomax in either of the session.

4 Discussion and conclusion

It has been shown that TIFROM performed comparably with Infomax in both session and with
CSP in session 1. However, as expected CSP remained the best performing algorithm. The
method can be easily extended to 3 class problems by preselecting an additional group of electrodes
including and around Cz. This pre-selection of reduced number of electrodes can come very handy
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in practical applications of BCI systems. Therefore, as a direction of further research it can be
worthwhile investigating how other algorithms such as CSP performs in comparison with TIFROM
for reduced number of electrodes.

Apart from TIFROM, hardly any method in BCI preprocessing is available that utilizes time-
frequency decomposed information for building spatial filters. Sparsity is only one concept that
proved to be useful in extracting relevant information from time-frequency decomposed signals.
Its relative success at least in comparison with Infomax, can be seen as an encouragement for
exploring other hitherto unexploited concepts that can be utilized for extracting useful information
from time-frequency decomposed signals.
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istan, the European projects Presenccia (IST-2006-27731) and Eye-To-IT (IST-2006-517590), and
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Abstract

Independent component analysis (ICA) and other blind source separation (BSS) methods
are important processing tools for multi-channel processing of electroencephalographic data
and have found numerous applications for brain-computer interfaces. A number of solutions
to the BSS problem are achieved by approximate joint diagonalization (AJD) algorithms, thus
the goodness of the solution depends on them. We present a new least-squares AJD algorithm
with adaptive weighting on the separating vectors. We show that it has good properties while
keeping the greatest generality among AJD algorithms; no constraint is imposed either on
the input matrices or on the joint diagonalizer to be estimated. The new cost function allows
interesting extensions that are now under consideration.

1 Introduction

Given a set of matrices C : Ck, k = 1 . . .K, K > 2, the approximate joint diagonalization (AJD)
constis in finding a matrix B such that all K products BCkBT result in matrices as close as
possible to diagonal form. The AJD is an important algebraic tool extending the generalized
eigenvalue problem (two-matrix diagonalization). As such, it is enjoying considerable interest and
several efficient algorithms have been proposed [1, 2, 3, 4, 5, 6, 7, 8, 9]. In the context of brain-
computer interface (BCI) the AJD provides a natural extension of the common spatial pattern to
multi-class feature extraction [8]. Furthermore, since many matrices can be jointly diagonalized,
one may optimize the spatial filter not only with respect to the signal diversity across classes [8],
but also with respect to other kinds of signal diversity such as coloration and non-stationarity [9].

Recently a least-squares (LS) AJD algorithm has been proposed almost simultaneously in [6]
and [8]. This algorithm does not impose restrictions either on the input matrices Ck (e. g., real,
positive-definite, symmetric, etc.) or on the joint diagonalizer B (e. g., orthogonality), thus it
is the most flexible among existing AJD algorithms. In [7] a similar LS idea has been used
to perform simultaneous joint diagonalization and zero-diagonalization on two matrix sets, an
approach that suits time-frequency data expansions. More generally, AJD algorithms are well
adapted to expansion of the signal in several dimensions, enhancing the ability of capturing the
source of diversity in a given data-set, hence offering a powerful approach for feature extraction.
We anticipate that AJD algorithms will acquire a prominent role in feature extraction methods
for BCI and we feel that a general approach may prove advantageous, which motivated us pursue
further LS algorithms. The criterion used in [6] and [8] is

=Off(B) =
∑

k

‖Off (BCkBT )‖2 (1)

where ‖ · ‖ indicates the Frobenius norm and the Off operator zeros the diagonal entries of the
matrix argument. The minimization of this criterion with respect to B evidently yields an AJD
solution in the LS sense.
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2 Method

For simplicity of exposition in the following we assume that the N -dimensional input matrices Ck

are real and square, but not necessarily symmetric. The non-square/complex case is easily derived
thereupon. We propose a weighted and normalized version of (1) given by the minimization of

℘Off(B) =
∑

k ‖Off (WBCkBT W)‖2∑
k ‖(WBCkBT W)‖2

(2)

where W is and N -dimensional diagonal matrix holding the weights for each row vector of B.
Since

∑
k ‖(WBCkBT W)‖2 =

∑
k ‖Off (WBCkBT W)‖2 +

∑
k ‖Diag(WBCkBT W)‖2, where

the Diag operator zeros the off-diagonal entries of the matrix argument, the minimization of (2)
is equivalent to the maximization of

℘Diag(B) =
∑

k ‖Diag(WBCkBT W)‖2∑
k (WBCkBT W)‖2

(3)

Denoting by bT
i the i-th row vector of B and by bi its transpose (stil the row vector but in

column representation) and following [7] we expand (3) such as

∑
k

‖Diag(WBCkBT W)‖2 =
K∑

k=1

N∑
i=1

(wibT
i Ckbiwi)2 =

N∑
i=1

wibT
i

[
K∑

k=1

(Ckbiw
2
i b

T
i Ck)

]
biwi

(4)
and

∑
k

‖(WBCkBT W)‖2 =
K∑

k=1

N∑
i=1

N∑
j=1

(wibT
i Ckbjwj)2 =

N∑
i=1

wibT
i

[
K∑

k=1

(CkBT W2BCT
k )

]
biwi

(5)
Now by defining

Mi =
K∑

k=1

(Ckbiw
2
i b

T
i Ck) (6)

and

M =
K∑

k=1

(CkBT W2BCT
k ) (7)

and substituting (4) and (5) in (3), we can write

℘Diag(B) =
∑

i

wibT
i Mibiwi

tr(WBMBT W)
(8)

Similarly as in [6, 7, 8] the optimization of B according to 8 may proceed iteratively row-by-
row. For each vector of B a step consists in sphering M (fixing the denominator) and finding the
optimal direction bi maximizing bT

i Mibi. Updating bi will results in different M and Mi, to
which a new bi will correspond and so on iteratively. The process sequentially applies to all N
vectors of B within each iteration, resulting in mutual restrictions. The following sphered weighted
diagonalization (SWDiag) algorithm makes use of adaptive weighting:
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Initialize B by a clever guess or by I (the identity matrix) if no guess is available. Initialize W by I.

While not Converge do

For i = 1 to N do twice

(A: Sphering): Find H such that HMHT = I

(B: Optimal Direction): Find the principal eigenvector ui and associated eigenvalue λi of HMHT

Update the i-th row of B as bTi ← uTi H

End For

Update all diagonal elements of W as wi ← λ
− 1

2
i

and normalize them so as
P
i
w2
i = N, i = 1 . . . N

End While

This family of algorithms has good convergence properties (see [6, 7, 8]). Note that M in (7)
and Mi in (6) are updated at each pass of the for loop. If each pass of the for loop is not repeated
twice, as suggested, the algorithm still converges, but the stopping criterion (see below) displays
a “saw” (non-monotonically decreasing) behavior. The eigenvalues associated with the principal
eigenvectors of Step B are by definition comprised between 0 and 1.0 and equals 1.0 if the off
criterion is zero, which happens if the input matrices can be diagonalized exactly, that is, if they
have exactly the same eigenstructure. If not, or more in general due to sampling error, which will
always happen in practice, the eigenvalues will converge to a value smaller than 1.0. This ensures
numerical stability of the algorithm and provides the rationale for the weighting scheme: at each
iteration the diagonalization achieved by each row vector of B is proportional to the magnitude of
the associated eigenvalue. In (7) CkBT W2BCT

k can be written as Ck

∑
i

w2
i bibT

i CT
k , thus we see

that the adaptive weighting emphasizes the search of vectors attaining a lower eigenvalue at the
expense of those attaining an higher eigenvalue, which steers the algorithm toward a more balanced
solution. See also the discussion on balanced solutions in [6]. As for the stopping criterion of the
algorithm, we stop as soon as the change of the N eigenvalues λi is negligible.

Each eigenvector (optimal direction) in step B can be successfully updated toward convergence
if matrix Mi does not have multiple maximum eigenvalues. In this case the optimal direction
eigenvector cannot be found uniquely. This is also the case of the LS algorithm of [6] and [8],
which minimizes

=Off(B) =
∑

k

‖Off(BCkBT )‖2 with constraint Diag(BEBT ) = I (9)

where E is any positive definite matrix. Since the matrix E is disjoint to matrix B, their
algorithm consists in performing the sphering once at the beginning and then iteratively finding
the optimal directions by minor component analysis and scaling to match the constraint. However,
if after sphering there are multiple minor eigenvalues this algorithm is more likely trapped. On the
other hand in our optimization scheme the matrices HMiHT change at each pass due to the fact
that the sphering step (step A) depends on the previous estimation of B in (7), thus our algorithm
may be trapped only if the multiplicity of maximum eigenvalues happens close to convergence,
whence the changes caused by the sphering update are small and cannot correct the multiplicity
issue anymore.

3 Results

We compared our SWDiag algorithm and its unweighted version SDiag (obtained setting all weights
to 1.0 and not updating them at each iteration) to the well-established FDiag algorithm of [5] and
QDiag of [6]. We performed simulations using synthetic input matrices and a real-data example.

For the synthetic matrices simulation we generated 12 6-dimensional square diagonal matrices
with each diagonal entry distributed as a chi-squares random variable with one degree of freedom.
Each of these matrices, named Dk, may represent the error-free covariance matrix of six inde-
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Perturbation FDiag QDiag Sdiag WSDiag
None 0.9999 0.9999 1.0 1.0

(0.0000) (0.0011) (0.0) (0.0)
Mixing 0.9926 0.9927 0.9915 0.9928

(0.0107) (0.0104) (0.0119) (0.0102)
Independence 0.8057 * 0.7961 0.8002

(0.0676) (0.0698) (0.0683)

Table 1: Mean and standard deviation (within parentheses) of the performance index (11) across
500 repetitions of the synthetic input matrices simulation with and without perturbation. The
higher the index the better. *: QDiag resulted in a false solution 87 out of 500 repetitions in this
case.

pendent standard Gaussian processes (zero mean and unit variance). The 12 input matrices were
obtained as

Ck = ADkAT (10)

k = 1 . . . 12, where each entry of the 6-dimensional square mixing matrix A is randomly
distributed as a standard Gaussian.

We considered three cases:

No perturbation: the exact AJD problem as described by (10)

Perturbation of the mixing matrix: input matrices were generated as Ck = AkDkAT
k , where

each entry of the mixing matrix A in (10) is perturbated as Akij ← Aij + φζAij , where
φ is +1 or −1 with equal probability and ζ is uniformly distributed in [0.001. . . 0.1], for all
k = 1 . . .K and for all i, j = 1 . . . N .

Perturbation of independence: with probability 0.2 each off-diagonal symmetric pair of the
input matrices Dk is perturbated as Dkij = Dkji ← φ(

√
Dkii

√
Dkjj)/δ, where φ is +1 or

−1 with equal probability and δ uniformly distributed in 1 . . . 8, for all k and i > j.

Given true mixing A, each AJD algorithm estimates demixing B, which should approximate
the inverse of A out of row scaling (including sign) and permutation. Then, matrix G = BA
should equal a scaled permutation matrix. At each repetition we computed the performance index
such as

Performance Index =
2(N − 1)

∑
i

∑
j G2

ij∑
i max

j
(G2

ij) +
∑

j max
i

(G2
ij)

(11)

which is positive and reaches its maximum 1.0 if G has only one non-null elements in each row
and column. For QDiag as per (9), we used E = I for this simulation. The mean and standard
deviation across 500 repetitions are reported in Table 1.

The real data example concerns an eyes open EEG recording of a 12 year-old boy compris-
ing 19 electrodes and 11 seconds sampled at 128 samples per second. The recording (Figure 1,
top) displays a rapid sequence of eye blinks and bilateral jaw muscle contamination visible at
temporal leads T3 and T4. We performed AJD of 44 Fourier co-spectral matrices corresponding
to frequencies 1 Hz to 44 Hz in 1 Hz steps. For QDiag we used the sum of the cospectra in this
range as E in (9). EEG data was previously whitened and the 16 most energetic components
were retained. Such an AJD procedure corresponds to exploiting the different coloration of EEG
source components. In fact, the AJD of cospectral matrices successfully estimates the inverse of
the mixing matrix if the source components have non-proportional power spectra (characteristic
coloration). Out of random permutations, FDiag, QDiag and WSDiag gave very similar results
(Figure 1).
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Figure 1: Top: about 9 s of a 11 s epoch extracted from the raw EEG recording of a 12 year-
old male. From left to right, electrode labels according to the 10–20 international system, raw
EEG tracing (upward deflection is negative potential; the space between two horizontal centering
lines is 70 µV), average power spectrum (from zero to 32 Hz; arbitrary units) and autocorrelation
function (the space between two horizontal centering lines is autocorrelation = 1 in the upward
direction and −1 in the downward direction). The gray shaded area in the background of EEG
tracings is the global field power, the sum of the square of potentials across electrodes for each
sample (arbitrary units). The next three plots are the sources estimated using FDiag, QDiag and
WSDiag on the same set of Fourier cospectral matrices. For all methods sources were standardized
(unit variance) and plotted on the same scale.
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4 Discussion

We have presented a new least-squares approximate joint diagonalization algorithm with adaptive
weighting for the row vectors of the matrix to be estimated. Simulations on synthetic input
matrices and a real-data example indicate the good performance of WSDiag when compared to
FDiag and QDiag. Our new LS optimization scheme allows interesting manipulations, besides the
adaptive weighting here proposed, which are now under investigation. We are currently considering
weighting also the input matrices and solving block diagonalization problems. We are also working
on the convergence properties of the algorithms and on its link to cost function (3).

5 Conclusion

The proposed AJD algorithm may prove useful for the extraction of electroencephalographic fea-
tures. Application of source separation methods making use of AJD algorithms has been recently
introduced in the brain-computer interface field [10, 11] and appears a promising approach.
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Abstract

P300 is a potential widely used in brain-computer interfaces (BCI), as P300 is an innate
response that does not require training on the part of the user. In the literature several
classification algorithms have been used (e. g., Linear Discriminant Analysis, Stepwise Dis-
criminant Analysis, Support Vector Machines), and, typically, first the P300 relevant features
are extracted from the EEG signal, then they are fed into the classifier. From this, it becomes
clear that feature extraction is the key point, and doing it by hand can be at the same time
cumbersome and suboptimal. In this paper, we face the issue of automatic feature extraction
by using a genetic algorithm (GA) able to retrieve the relevant aspects of the signal to be
classified in an automatic fashion. We do not use GA for feature selection or classifier opti-
mization; instead, we learn directly from the signal which are the features we should use in
our classifier. The approach has been used for single-sweep classification with a logistic clas-
sifier on a group of 10 subjects affected by ALS (amyotrophic lateral sclerosis), hospitalized
in the S. Camillo structure, and a group of 4 healthy subjects, voluntarily participating to
the study. Results are promising, reaching up to 95 % accuracy for some subjects; moreover,
the features extracted by the GA turn out to be related to the P300 activity and can provide
insights about the most interesting regions and time to classify P300s.

1 Introduction

A brain-computer interface (BCI) [1] is an interface that does not entail muscle movements, but
it bypasses any muscle or nerve mediation and connects a computer directly with the brain by
picking up signals generated by the brain activity.

In this study, we focus on the P300 [2], an event-related potential (ERP) that can be recorded
through an electroencephalogram (EEG). This potential is a late positive wave that occurs between
250 and 800 ms after the onset of a meaningful stimulus; the wave elicitation occurs in response
to task-relevant events, and its latency depends on the stimulation paradigm.

The P300 has been widely used for BCIs, with many variations, but in all cases the paradigm
is the same: the BCI system presents the user with some choices, one at a time; when it detects a
P300 potential, the associated choice is selected. The user is normally asked to count the number
of times the choice of interest is presented, so as to remain concentrated on the task. As the P300
is an innate response, it does not require training on part of the user.

In [3], Donchin and colleagues presented the first P300-based BCI, called also P300 speller,
which permits to spell words. A grid of letters and symbols is presented to the user, and entire
columns or rows are flashed one after the other in random order. Classification is made through
stepwise discriminant analysis (SWDA) applied to averages of samples from epochs relative to the
same stimulation (same row or same column).
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In [4], a virtual-reality system is presented where users operates objects selected through the
P300. Classification is made by comparing the correlation of single responses with the averages of
all target and nontarget responses.

In [5], tests have been made both with healthy and impaired subjects. The subjects control
a cursor by choosing among four commands (up, down, left, right) via the P300. Single-sweep
detection is performed; independent component analysis (ICA) is used to decompose the EEG
signal, a fuzzy classifier identifies a candidate P300 component among the ones extracted by ICA,
and a neural network classifies it as target or non-target. The system is more effective with healthy
subjects, though no exact reason could be pinpointed.

In [6], an initial attempt at using a BCI in a home environment is reported: a person with ALS
uses a P300 speller on a daily basis. The system is very similar to the original Donchin’s speller,
with a few differences in the detection algorithm.

Many techniques for detecting the P300 extract relevant features from the EEG signal and feed
those features into a classifier. In these approaches, feature extraction becomes the key point, and
doing it by hand can be at the same time cumbersome and suboptimal. In this paper we face the
issue of feature extraction by using a genetic algorithm (GA) able to retrieve the relevant aspects
of the signal to be classified in an automatic fashion.

GAs have been used already in the BCI field, although differently from the present work:
in [7], the best combination between different features and different classifiers is sought for a
motor-imagery task, while in [8], a classifier operating on P300 features is selected by a GA.

In the following section, we present the paradigm used to collect the EEG data for the present
study, while Section 3 gives a brief overview of the GA. Section 4 presents the performance achieved
by the GA and a graphical interpretation of evolved classifiers.

2 Experimental setup

2.1 Subjects

A group of 10 subjects affected by ALS, hospitalized in the S. Camillo structure, and a group
of 4 healthy subjects voluntarily participated to the study (ALS group: 3 females and 7 males,
mean age of 55 years, range 31–73 years; control group: 2 females and 2 males, mean age of
36 years, range 27–41 years). The research was approved by the ethical committee of the S. Camillo
Hospital; informed consent was obtained according to the Declaration of Helsinki. All participants
underwent neuropsychological evaluation and auditory odd-ball P300 testing, in order to exclude
cognitive deficits. We assessed that all participants had preserved auditory, visual, and cognitive
functions, including adequate language comprehension.

2.2 BCI paradigm

An experiment was carried on to test the ability of the subjects to use a BCI based on P300
elicitation with an on-line single-sweep classifier. The paradigm consisted of a presentation of
finite sequences of visual stimuli on a computer screen to the subjects. They were asked to control
the movement of a virtual object (a blue ball) from the center of the monitor to one out of four
peripheral target images representing generic needs. The initial distance between the virtual object
and the target image encompassed four discrete steps. Upward, rightward, downward and leftward
arrows in peripheral positions of the monitor (see Figure 1 a) were flashed in random order. Each
arrow indicated one out of four possible directions for the movement of the ball. Participants
had to pay attention to the arrow indicating the target image direction (target arrow; probability
of occurrence: 25 %), but to ignore the arrows indicating wrong directions (distracting arrows;
probability of occurrence: 75 %). The subjects had to move the blue ball along only one direction,
according to the target image specified by the examiner.

Each trial comprised the flashing of one arrow for 150 ms (see Figure 1 b), followed by the data
processing necessary for P300 recognition, and finally the generation of the feedback consisting in
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Figure 1: Representation of a trial. (a) The blue ball, the target images and the four directions
arrows; (b) the flashed arrow; (c) the movement of the ball after a P300 recognition.

the movement of the ball (see Figure 1 c). The interval between the presentation of two arrows
(inter-trial interval – ITI) was 2.5 s, in order to achieve optimal on-line data processing. A session
was defined as the complete sequence of trials sufficient to reach the target image (range: 13–92
trials). We hypothesized that every target arrow should elicit a P300 wave. Every time a P300
was detected during the trial, the ball moved on the graphical interface in the direction of the
flashed arrow. Each participant performed eight learning sessions (LS) in the first day, and sixteen
testing sessions (TS) spread over the following 11 days (more precisely, first day: 8 LS → second
day: 4 TS → two days interval → fifth day: 4 TS → two days interval → eighth day: 4 TS →
two days interval→ eleventh day 4 TS). Learning sessions were characterized by an ideal feedback
(after each target stimulus the ball moved), while all testing sessions were characterized by a real
feedback (the movement of the ball depended on the classification algorithm).

2.3 Data acquisition

EEG electrodes were placed according to the international 10–20 system at Fz, Cz, Pz and Oz;
the EOG was placed at SO2; all electrodes were referenced to the left earlobe. The five channels
were amplified, band-pass filtered between 0.15 Hz and 30 Hz, sampled at 200 Hz, and digitized
(with a 16 bit resolution). Every ERP epoch, synchronized with the stimulus, began 500 ms before
the stimulus onset, and ended 1000 ms after the stimulus onset (1500 ms total). Thus, after each
stimulus (trial) the system recorded 300 samples per each of the 5 channels, available for on-line
and off-line processing.

3 Genetic algorithm

We applied the genetic algorithm described in [9] to the data described in the previous section in
an offline fashion. In this section, only a very brief description of the algorithm is given; details
are given for the fitness function, as it differs from the one used in the cited work.

Genetic algorithms are a class of optimization algorithms that mimic the way natural evolution
works. In a genetic algorithm, a set of possible solutions to an optimization problem are coded in
strings called chromosomes solutions are evaluated, and the best ones (those with highest fitness)
are selected and combined together to form new possible solutions, in a process that mimics
evolution among living beings. After some repetitions of the procedure, good solutions emerge.

In the genetic algorithm used in this work, each individual (chromosome) represents a set of
possible features for discriminating the presence of a P300 in EEG recordings. Each gene encodes
a feature and an EEG channel from which to extract it; a feature is obtained by multiplying the
EEG channel by a weight function, whose exact shape is encoded by parameters in genes (see
Figure 2 for examples of weight functions). Genetic operators are a variant of 1-point crossover
and uniform mutation, and tournament selection with elitism is used.

The fitness of a chromosome is computed by evaluating the performance of a logistic classifier
on the features it encodes. To have a fair estimate of the performance, a 4-fold cross-validation
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Figure 2: Weight functions used for feature extraction

Subject
Training Test Recall Exp. Perf.

Targ. Non-T. Targ. Non-T. Targ. Non-T. Targ. Len.
S1 204 703 99 284 61 %±3 % 66 %±2 % 57 % 22.9
S2 121 354 58 166 96 %±1 % 95 %±1 % 100 % 13.1
S3 98 277 57 206 63 %±5 % 77 %±3 % 77 % 23.3
S4 175 492 61 178 86 %±4 % 83 %±3 % 93 % 16.4
S5 114 325 32 94 75 %±7 % 78 %±3 % 85 % 19.5
S6 124 356 52 148 87 %±3 % 85 %±5 % 95 % 16.0
S7 144 433 50 138 82 %±4 % 76 %±3 % 85 % 17.8
S8 112 340 39 112 82 %±7 % 72 %±5 % 80 % 17.9
S9 185 529 50 154 94 %±2 % 86 %±2 % 96 % 14.6
S10 219 690 47 142 97 %±2 % 82 %±2 % 94 % 14.5
S11 86 228 30 84 75 %±4 % 81 %±2 % 88 % 19.3
S12 116 327 34 95 85 %±5 % 90 %±3 % 98 % 15.8
S13 218 617 84 240 77 %±3 % 77 %±2 % 84 % 19.0
S14 165 489 61 170 55 %±7 % 73 %±4 % 63 % 26.0

Table 1: Means and standard deviations of recall for targets and non-targets obtained in 14 runs
of the GA.

scheme on the training set is used, and the mean performance on the 4 folds is used as the fitness.
The “performance” f of a classifier is obtained by combining precision pT and recall rT for targets
according to this formula:

f =
2
3

pT +
1
3

rT (1)

The definitions of precision and recall in terms of true positives (TP ), false positives (FP ), and
false negatives (FN) are:

pT =
TP

TP + FP
rT =

TP

TP + FN
(2)

An analysis of the combination of the features extracted by the genetic algorithm and the
classifier trained on the training set allows to compute weights assigned to individual EEG samples.

4 Results and conclusions

The GA was applied in an offline fashion to the data recorded as described in Section 2. EEG
data were decimated to half of the original frequency; epochs were trimmed to the interval from
−0.2 s to +0.8 s (i. e., half a second was thrown away), and the linear trend was removed. No
normalization of data was performed; we tried to normalize EEG data before running the GA,
but it did not change the test performance significantly, so we chose the way that required less
computation.

The GA was trained on the first three quarters of the available data for each subject, and the
features encoded by the best chromosome and the corresponding classifier trained on the training
set were applied to the remaining quarter of the data. This procedure was repeated with 14
independent runs of the GA on each subjects.
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Figure 3: Examples of templates obtained in two different GA run for Subject S2

The results are shown in Table 1: the mean values and the standard deviation of the recall
of targets and non-targets over all the 14 runs are presented. Subjects S11, S12, S13, S14 are
healthy, while all the others are affected by ALS. For most subjects, the performance of the GA
is good, achieving consistently more than 70 % of recall in 8 subjects (i. e., the mean is at least
two standard deviations over 70 %). In 6 subjects, the classifiers achieved often more than 80 %
of correct answers.

The last two columns of Table 1 show how effective this BCI can be for the various subjects; the
first of the two is the expected fraction of times a user reached the desired target, and the second
is the expected number of trials needed to reach a target. These numbers have been obtained with
a Montecarlo simulation of the BCI done with the mean recall values obtained by the GA. Only
3 subjects reach an accuracy in the task performance lower than 80 %, so we can consider the
classifier performance satisfactory in at least 11 cases. For a comparison, a perfect classifier (with
100 % recall) reaches the target always, in 12 trials on average; a random classifier (50 % recall)
reaches the target in 25 % of the cases, and each selection takes almost 21 trials on average.

Figure 3 shows what the GA has found: the continuous green lines represent the weight
assigned to individual EEG samples in the final logistic classifier, while the averages of targets
and non-targets epochs are given as references. Units are µV and s; the templates have been
scaled to fit in the graphs. The plots regard two classifiers that reached over 90 % of correct
epochs for Subject S2; although the averages are not very different, the algorithm found good
classifiers concentrating more on the Fz and Cz channels. By comparing the averages of targets
and non-targets in the plots, it is possible to see that they have important differences in the Fz
and Cz channels between 400 and 800 ms after the stimulus. The P300 complex includes other
subcomponents besides P3b, which has its maximal amplitude in parietal regions, as P3a and the
slow wave post P3b, which have their maximal amplitude over fronto-central regions. P3a occurs
when the changes in physical properties of the novel stimulus are task relevant and attention is
switched to the stimulus source. The slow wave post P3b occurs in the latency range from 500 to
1400 ms, and its amplitude increases as the task becomes more demanding and difficult [10, 11].
This suggests that the characteristics of the task and the attention requirement determine strong
response in the front-central region, which is exploited by the classifiers found by the GA.

We think that the results obtained offline are very promising and could be confirmed in future
online tests. The GA is very suitable for an online application; for the data set used in the present
work and on a low-end PC, a single run of the GA takes between 5 and 15 minutes, depending on
the subject, and the classification of an epoch less than 1 ms.
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Abstract

An approximate entropy feature is tested with parameters appropriate for online BCI –
a short calculation window and use of the running standard deviation of the EEG signal.
Features are extracted from self-paced real movement data, with various values of the em-
bedding dimension and tolerance of comparison. Two alternative features, band power and
reflection coefficients, are extracted for comparative purposes. Class separability is measured
using classification results from k-means clustering for individual features and linear discrim-
inant analysis for multiple features, as selected by sequential forward floating search. Results
show this method of calculating approximate entropy to be a candidate for online movement
detection in self-paced BCI systems.

1 Introduction

In many traditional feature extraction methods it is assumed that the fundamental signal char-
acteristics are contained in the amplitude and the frequency spectrum. However for some signals
these features are insufficient as signals belonging to different classes have different bandwidths.
Such signals can be best distinguished using complexity measures which are independent of the
precise frequency content of the signal [1].

In recent years, there have been many research studies on nonlinear complexity measures for
analysis of EEG signals [1, 2, 3]. These methods are used for analysis of the electrophysiologi-
cal condition of subjects, discrimination of mental tasks, and diagnosis of different pathological
conditions such as epilepsy, memory impairments and sleep disorders. It is reported that signal
complexity is correlated with the mental and physiological condition of subjects.

In this paper the detection of index finger movement using a nonlinear complexity measure,
approximate entropy, is investigated. Detection rates using two linear features, band power and
reflection coefficients, are included for comparison.

2 Methods

2.1 Approximate entropy

Approximate entropy (ApEn) is a recently developed method that measures the irregularity of
time series data [4]. This measure of irregularity is obtained by comparing the original time series
with time shifted versions of itself. For this purpose the original signal is reconstructed in phase
space using time delay embedding. The number of previous data points used for making the
prediction of the next data point is termed the embedding dimension, m.

Assuming we have EEG data from a single channel;

x = [x(1), x(2), . . . , x(N)] (1)

with N data points, a sequence of vectors are constructed with time delay embedding as follows;
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y = [y1, y2, y3, . . . , yM ] (2)

where

yi = [x(i), x(i+ τ), x(i+ 2τ), . . . , x(i+ (m− 1)τ)]T (3)

for i = 1, 2, . . . , N − (m − 1)τ . The next step is the calculation of the correlation integral using
the reconstructed vectors, which is defined by

Cm
i (r) =

N−(m−1)∑
j=1

Θ(r − ‖yi − yj‖)
N − (m− 1)

(4)

where N is the length of time series, r is the tolerance of comparison, yi and yj are vectors
constructed in phase space, ‖ ·‖ represents the Euclidean distance between vectors and Θ(x) is the
heaviside function such that Θ(x) = 1 if x > 0 and Θ(x) = 0 if x ≤ 0. The approximate entropy
ApEn(m, r) is obtained by;

ApEn(m, r) = Φm(r)− Φm+1(r), (5)

where

Φm(r) =
1

N − (m− 1)

N−(m−1)∑
i=1

ln[Cm
i (r)]. (6)

2.2 Recording

Signals were acquired at 256 Hz. Five bipolar EEG channels were recorded over the motor cortex
at locations C3, C1, Cz, C2 and C4 as shown in Figure 1. EMG was recorded from the flexors
of the left forearm. A right mastoid reference channel was used. Signals were acquired using a
Guger Technologies g.BSamp. Data was recorded from eleven right handed subjects, three subjects
were female, ages ranged from 23 to 46. Subject 1 was experienced using a BCI system based on
self-paced movement, Subjects 7 to 11 had experience in offline BCI experiments, the remaining
subjects were naive to BCI use.

As data was un-cued the number of trials performed within each run was variable. Each subject
performed three runs in a single session. A run lasted 610 seconds. After a five second pre waiting
period a fixation cross appeared on the screen. The fixation cross remained on the screen for 10
minutes during which time data was acquired. A five second post waiting period was used.

Within each run subjects were instructed to perform self paced flexion/extension of the left
index finger whilst the fixation cross was visible. Subjects were requested to perform each move-
ment for between 5 and 10 seconds and to rest for at minimum 10 seconds between movements.
Instructions were given to concentrate on the fixation cross as much as possible during each run.
After each run EMG recordings were assessed to ensure subjects understood requirements and
could moderate actions accordingly.

2.3 Feature extraction and parameter initialisation

ApEn was calculated using a window of 32 samples with an overlap of 31 samples; a 1 second
averaging window was applied. Prior testing had determined that this window size demonstrated
promising results whilst retaining a calculation time appropriate for online use.

The calculation of ApEn involves selection of three parameters namely the embedding dimen-
sion m, time delay τ , and the distance within which the neighboring trajectory points must lie
(tolerance of comparison) r. There is no fixed manner of determining m and τ values used in the
phase space reconstruction of the time series. In this study ApEn values were calculated for m
values ranging from 1 to 10, with τ fixed at 1, as suggested in [5].
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Figure 1: Electrode layout.

In previous studies it has been suggested that r should be calculated via the product of the
standard deviation of the original signal [4] with a coefficient value. In order to estimate an ap-
propriate range of coefficient values for r a prior investigation was performed using data recorded
from three subjects (2 channel: C3, C4) during use of an online BCI system utilising self paced
movement. ApEn values were derived for 10 embedding dimensions over a set of coefficient val-
ues, ranging from 1 to 4 incremented by 0.1. Class separation was determined by calculating
Bhattacharyya distances [6]. Based on class separation results the maximum coefficient value for
testing was increased to 5 and the increment step to 0.2.

As the standard deviation of the entire signal is not an appropriate parameter for use in an
online BCI system we substitute the use of the running standard deviation of the relevant EEG
channel. The running standard deviation is calculated and updated sequentially based on prior
data up to and including the sample point for which features are extracted. As subjects perform
three runs the standard deviation value of each channel is recalculated for each run. As the
standard deviation of a signal takes time to converge we tested k-means classification accuracy
over time during the prior investigation to ensure results would not be detrimentally affected.

2.4 Classification

Class labels were derived through manual markup of the EMG channel. At the point of each
class transition 32 samples prior and post were dropped. To ensure equal sample sizes for each
class we obtain the number of samples for each class within a run, take the minimum N , and use
n = 1 . . . N from each class. As we are interested in comparative class separability cross-validation
was not applied. Classification results are representative of training classifiers using the entire
dataset.

To examine the relationship between class separation, embedding dimension and r values classi-
fication results for single electrode-feature pairs were obtained by use of k-means clustering (Math-
works Matlab, default settings). To compare feature separability using multiple electrode-features
a sequential forward floating search (SFFS) algorithm [7] was applied using a linear discriminant
analysis (LDA) classifier. A maximum of six features were selected, corresponding to lightweight
online use.

Classification results were also calculated for ten band power features (BP) corresponding
to the delta (0.1–0.5 Hz), theta (5–8 Hz), alpha (8–12 Hz), sigma (12–15 Hz), beta (15–25 Hz)
bands along with five gamma bands (25–35, 35–45, 45–55, 55–65, 65–75 Hz) and autoregressive
reflection coefficients (K), orders 1 to 10. To determine if ApEn complexity information could be
complementary to these features a SFFS was run using all three features.
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3 Results

Maximum k-means classification results for each subject are presented in Table 3 along with
associated electrode site and related parameter values. Optimal r values all fall within the range
1.2 to 3.8 whilst m values cover all possible embedding dimensions. No significant differences
were found between classification accuracies obtained for approximate entropy when compared to
band power and reflection coefficient features (p > 0.05, paired t-test, df = 10). From k-means
classification results we obtained optimal r coefficients for each embedding dimension, Figure 2
shows the relationship between these values for subjects demonstrating classification dominance
in channel C4.

Figure 2: Optimal r coefficients for m values, C4 dominant subjects.

Class separation as measured by multiple feature LDA classification is shown in Table 2.
Classification accuracy is shown for BP, K, ApEn, the maximum classification result using a
single feature (Max) and classification accuracy achieved when all three features are made available
to SFFS (Comb). The column ‘Comb Used’ outlines the combination of features used for each
subject.

When comparing use of multiple features within feature groups we find significant differences
in class separation across subjects for AE and BP (p < 0.05, paired t-test, df = 10), AE and K
(p < 0.05, paired t-test, df = 10), no significant differences were found between BP and K features.

Band Power Reflection Coefficients Approximate Entropy
Subject Acc % Site Band Acc % Site Order Acc % Site r Coeff m Value

1 81.42 C4 5 80.40 C4 3 82.56 C4 1.8 3
2 66.79 C4 4 61.18 C4 1 62.37 C4 2.4 1
3 58.60 Cz 10 60.72 C2 2 64.37 C4 2.8 3
4 63.61 C4 7 71.99 C1 5 72.25 C2 2.2 7
5 65.94 C3 10 70.67 C3 5 66.11 C3 1.2 9
6 56.58 C2 1 64.30 C3 5 62.18 Cz 3.8 9
7 61.21 C4 5 60.41 C1 3 62.02 C4 2.8 3
8 65.55 Cz 10 71.01 Cz 6 66.76 C4 3.6 10
9 58.54 C1 9 63.83 C4 6 59.55 Cz 1.6 3
10 57.08 C4 3 61.08 C4 3 63.03 C4 2.0 5
11 59.14 C4 5 60.49 C2 4 57.33 C1 1.2 8

x̄ (σ) 63.13 (7.09) 66.01 (6.59) 65.32 (6.93)

Table 1: k-means classification: maximum for each subject.
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Classification Accuracy % Comb Used
Subject BP K ApEn Max Comb BP K ApEn

1 83.47 86.56 87.06 87.06 87.97 2 0 4
2 75.44 64.92 73.87 75.44 77.25 3 0 3
3 61.27 62.51 69.90 69.90 70.18 1 0 5
4 76.78 79.85 81.11 81.11 83.07 1 1 4
5 75.40 75.67 79.71 79.71 80.95 1 1 4
6 63.19 67.65 66.45 67.65 69.17 0 3 3
7 65.79 62.46 68.62 68.62 67.52 4 1 1
8 70.31 72.15 74.50 74.50 76.01 0 1 5
9 61.74 62.52 61.70 62.52 63.65 0 2 4
10 66.07 64.22 63.17 66.07 66.79 4 0 2
11 66.97 65.53 66.65 66.97 68.02 3 0 3
x̄ 69.68 69.46 72.07 72.69 73.69 1.73 0.82 3.45
σ 7.20 8.11 7.99 7.53 7.84

Table 2: LDA classification accuracy using six features selected by SFFS.

Significant differences were found between accuracy rates obtained using combined features against
BP (p < 0.01, paired t-test, df = 10), K (p < 0.01, paired t-test, df = 10) and AE (p < 0.01,
paired t-test, df = 10).

4 Discussion

Maximum k-means classification results for each subject, obtained for a single feature, show no
significant difference in class separability when using approximate entropy as compared to the
more traditional features, band power and autoregressive reflection coefficients. Demonstrating
that, given optimal parameters, signal complexity may be comparable to these linear features.

We use the classification rates from k-means to investigate the relationship between parameters
varied in the approximate entropy calculation and class separability. As the selection of these
parameters is a non-trivial problem, we calculated approximate entropy with a range of m and r
coefficients in an exhaustive manner. The results of k-means classification, as shown in Figure 2
show parameters m and r are proportionally related to one another; as the distance between
embedding vectors increases with m it is necessary to increase r for optimal performance.

Significant differences were found between the degree of class separability, as measured by
LDA classification accuracy, when comparing the use of multiple features of a single type. The
difference in classification accuracy found between approximate entropy and the linear features
are likely to be attributable to the difference in granularity in the search spaces. Parallel work
using an increased feature space for band power has failed to find a significant difference in class
separability between the features.

When comparing classification accuracy obtained for approximate entropy with the use of all
available features, in our case augmenting the approximate entropy feature space with information
from band power and reflection coefficients, we find significant differences in classification accuracy
with relatively comparative feature spaces. This suggests that the linear features used provide
further characterization of EEG time series which is complementary to approximate entropy.
Across subjects the use of combined features demonstrates a bias towards the approximate entropy
feature, followed by band power which is represented around twice as often as reflection coefficients.
The bias towards approximate entropy is again, likely to be influenced by the increased search
space for the feature. We did not utilize cross-validation in this study as we are interested in
separability of features rather than the generalisation ability of a particular BCI system. An
attempt to counter the overfitting problem, to some extent, was made through the use of linear
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LDA classifiers. We plan on using cross-validation in future tests and during online BCI system
design.

The classification results achieved using approximate entropy demonstrate that, although com-
putationally expensive, promising results may be obtained using parameters appropriate for online
use. A short window was used to investigate the applicability of approximate entropy for online
BCI use where the detection latency and the number of channels to be processed are important
factors. Increasing the window size should lead to a greater accuracy at the cost of latency of
onset detection and the feasible number of channels used.

The main constraint to the use of approximate entropy for BCI use is in the estimation of the
correct range of parameters. Based on the subjects tested it appears that optimal r coefficient and
m values are subject dependant. In this study we used a fixed τ value of 1, this was employed to
restrict the search space of the feature. Using methods such as the first local minimum of mutual
information and first zero crossing of the autocorrelation function it may be possible to obtain an
optimal τ value [8, 9]; we expect this to increase the characterization ability of the approximate
entropy method.

5 Conclusion

Based on a limited number of subjects approximate entropy features using a short calculation
window appear appropriate for detection of real finger movement. Classification results suggest
that the complexity information derived may be complementary to the linear features tested.
Further research is necessary to determine if methods used are applicable to imaginary movements.
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Abstract

Due to the non-stationarity of electroencephalogram (EEG) signals, online training and
adaptation is essential to EEG based brain-computer interface (BCI) systems. Three methods
were used to adapt linear discriminant analysis (LDA) classifiers during simulated online
training for a comparative study. One method generates a new classifier based on updated
means and variances of the BCI data of different classes, and the other two are Kalman filter
and extended Kalman filter based methods that adapt LDA’s parameters directly. Cue-based
motor imagery BCI experiments were carried out with 9 naive subjects. Results show that
all methods returned comparable improvement during online training, but the mean-variance
updating based method is much simpler than the other two methods.

1 Introduction

A brain-computer interface (BCI) is a communication system in which an individual sends com-
mands to the external world by generating specific patterns in brain signals and a computer detects
and translates the brain signal patterns into commands that accomplish the individual’s intention.

It is well-known that electroencephalogram (EEG) signals, particularly in EEG-based BCI sys-
tems, are non-stationary. The non-stationarities may be caused by the subject’s brain conditions
or dynamically changing environments. To some extent, a realistic BCI system has to be trained
online and adaptive even in application phases where the true labels of ongoing EEG trials are
unknown. Therefore, adaptation of feature extraction [1, 2, 3, 4] or classification is very impor-
tant for BCI. Classifiers were manually updated or re-trained with new recorded data in between
runs [5], or automatically updated online [6, 7, 8, 9].

This paper compares three online training methods for adapting parameter values of the linear
discriminant analysis (LDA) classifiers of the BCI systems to deal with non-stationary EEG signals.
Cue-based motor imagery BCI data were used to simulate online training for the purpose of
comparison, so that true labels are available for supervised adaptation. The first adaptation
method regenerates a new LDA classifier based on the newly updated means and variances of the
BCI features of different classes. The second and third methods are Kalman filter and extended
Kalman filter based adaptation methods. Experimental results shown that all methods returned
comparable improvement on performance, but the first method is much simpler than the other
two methods. We also investigated the issue of ‘when’ to adapt, by repeating the experiments
with systems updated only when the prediction mismatches the true label at each trial.

2 Methods

2.1 Synchronous data acquisition and offline training

The experiments were carried out with able-bodied subjects who sat on an armchair at 1m distance
in front of a computer screen. The EEG recording was made with a g.tec amplifier (Guger
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Technologies OEG Austria). Five bipolar EEG channels using 10 electrodes were measured over
C3 (FC3 vs. CP3), C1 (FC1 vs. CP1), Cz (FCz vs. CPz), C2 (FC2 vs. CP2), and C4 (FC4
vs. CP4). The EEG was sampled at 250 Hz.

A simple synchronous BCI paradigm, proposed by the Graz BCI Lab [10], was used to record
data for training classifiers offline. The subjects were asked to imagine left versus right hand
movements. The experiment consisted of 6 runs with 40 trials each. In each trial the subjects
relaxed until a green cross appeared on screen at t = 2 s (s for second). At t = 3 s, a red arrow
(cue) pointing either left or right direction appeared on screen for 2 seconds. The subject’s task
was to respond to the arrow by imagining left or right hand movements until the green cross
disappeared at t = 8 s. The order of left and right cues was random, and there was a random
interval of 2–3 seconds between trials.

Logarithmic band power features were extracted from EEG signals and used to classify the
imagery movements into left or right class. Frequency bands that give good separation were
manually or automatically selected for each subject. Using the selected frequency bands, EEG
signals were digitally bandpass filtered, squared, averaged over a 1 second sliding window, and a
natural logarithm was then applied to obtain the features. Using the extracted features and their
corresponding class labels (from the cue signals), two LDA classifiers were trained, with one to
distinguish left imagery movement from others (right imagery movement or no imagery movement)
and the other to separate right imagery movement from others.

It was shown in the BCI competitions 2003 and 2005 that LDA performs as well as (some-
times even outperforms) non-linear classifier, and almost all the winning classifiers are linear [11].
Therefore, we chose to use and adapt LDA in this study.

2.2 Adaptation methods

The advantage of using LDA is that it is completely determined by means and variances of the
BCI data from individual classes and the number of samples from each class. Therefore, it can
be updated incrementally and robustly with new input data without explicit history of previous
training data. We employ the following method [12, 13], called MCLDA, for updating means and
variances that define a LDA classifier, with an additional learning parameter C.

µk|k = µk|k−1 + C ·
x− µk|k−1

N + C
(1)

Σk|k =
(N − 1)Σk|k−1 + C(x− µk|k)(x− µk|k)T

N + C − 1
(2)

where µk|k−1 and Σk|k−1 are the mean and variance before updating at time step k, and k|k
denotes after adaptation at time step k. N is the number of samples, which will be increased by
C after the above updating. It can be seen from the above equations that the learning parameter
C multiplies the involvement of new data x for the newly generated classifier.

On the other hand, Kalman filter based adaptation method, KALDA [7], adjusts adaptation
speed dynamically in respect to the linear response from the current model, wk|k−1 and Ak|k−1.
The update equations are briefly shown below, where p is the number of elements of wk|k−1, z is the
current class label. As can be seen from ( 6), when a true positive trial is predicted, the algorithm
enhances the classifier, otherwise, the system makes correction if the prediction is incorrect.

K =
Ak|k−1x

xTAk|k−1x+ (1− C)
(3)

Ã = Ak|k−1 −KxTAk|k−1 (4)

Ak|k = trace(Ã) · C/p+ Ã (5)

wk|k = wk|k−1 +K(z − xwk|k−1) (6)
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In extended Kalman filter (EKF) the state transition and observation models need not be linear
functions but may instead be differentiable functions. Lowne et al. [14] used a logistic regression
function in the observation model. The update equations for EKF are shown below:

Pk|k−1 = Pk−1|k−1 + max
{
uk−1|k − uk−1|k−1 , 0

}
· I (7)

K =
Pk|k−1x

uxTPk|k−1x+ C
(8)

Pk|k = Pk|k−1 −Ku(Pk|k−1x)T (9)

wk|k = wk|k−1 +K(z − y) (10)

where u = y(1−y) is the uncertainty of the moderated logistic regression output y, I is an identity
matrix, and uk−1|k − uk−1|k−1 is information gain from the last update step.

3 Simulated online synchronous BCI experiments

We tested 3 adaptation algorithms with offline cue-based BCI data recorded using the methods
described in Section 2.1. The experiments were carried out with 9 able-bodied subjects without
previous BCI experience. A total of 6 runs of data, with 40 trials each, were recorded for each
subject. The first 4 runs were recorded within one day, and the last 2 runs were recorded later on
another day.

For each subject, a classifier was trained based on the data from the first 4 runs. Adaptation
algorithms were tested on the fifth and sixth runs, with 80 testing trials in total. The benefit
of the adaptation can be demonstrated because the training and testing data were recorded on
different days.

Both manual and automatic feature selection methods have been tried. The same frequency
bands, 7–15 Hz, 15–25 Hz and 25–45 Hz, were manually chosen for band power feature extraction
for subjects S1, S2, S3, S7 and S8; Different frequency bands were chosen by automatic feature
selection method for other subjects in order to achieve better classification results. Band power
in 10 frequency bands was initially extracted from raw EEG signals, where 7–25 Hz was separated
every 3 Hz, and 25–45 Hz was separated every 5 Hz, resulting in a vector of 10 features from each
channel. For 5 channels, there are 50 features in total. The Sequential Floating Forward Selection
(SFFS) method [15] was used to select up to 10 features that return the best 4 fold cross-validation
performance.

In synchronous BCI the user’s intention is triggered by a cue. At each trial, instead of sample-
by-sample update, the data within the 2 seconds after the cue is averaged for prediction and
adaptation; thus the classifier is updated once at each trial. For simplicity, we choose the start
of the 2 seconds period at 1, 2, or 3 seconds after the cue, respectively for different subjects. It
was selected manually based on the single trial analysis of the training data such that the chosen
period gives maximum accuracy across all training trials.

The testing was performed offline in order to compare the performance of different adaptation
methods, but in a way that online testing is simulated. At each trial, the prediction was made
and recorded for evaluation before supervised learning adapts the classifiers for the next trial.

Two different adaptation schemes were tested. In one scheme, the adaptation can take place
at every trial, so that the adaptation performs both enhancement and correction depending on
whether the prediction at each trial matches the true label or not. In the other scheme, the
adaptation is restricted to when the classification mismatches the true label only. By doing this,
the system adjusts with correction only (without enhancement).

The experiment is evaluated by comparing the performance between with and without adapta-
tion. Two performance indexes are provided. The first is based on event-by-event analysis, which
shows the performance as if the system was running for real online application where a decision
has to be made based on the predefined decision time instant or interval. The second performance
index is max-accuracy, which shows the maximum accuracy that can be achieved at a proper
decision time point.
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Always Adapt Adapt when False
Subject No Adapt MCLDA KALDA EKF MCLDA KALDA EKF
S1 73.75 76.25 73.75 73.75 73.75 76.25 76.25
S2 70.00 70.00 70.00 75.00 71.25 70.00 71.25
S3 70.00 72.50 72.50 75.00 75.00 70.00 72.50
S4 70.00 72.50 77.50 72.50 71.25 77.50 73.75
S5 70.00 70.00 71.25 70.00 70.00 71.25 75.00
S6 67.50 67.50 75.00 68.75 70.00 67.50 71.25
S7 60.00 63.75 68.75 63.75 62.50 62.50 62.50
S8 58.75 63.75 62.50 65.00 63.75 63.75 65.00
S9 56.25 61.25 65.00 63.75 66.25 65.00 65.00
mean 66.25 68.61 70.69 69.72 69.31 69.31 70.28
variance 4.08 13.72 7.34 10.20 10.98 5.38
p value 0.003999 0.003490 0.002452 0.010411 0.012219 0.000407

Table 1: Event-by-event analysis (%).

Always Adapt Adapt when False
Subject No Adapt MCLDA KALDA EKF MCLDA KALDA EKF
S1 76.25 78.75 76.25 76.25 77.50 77.50 78.75
S2 73.75 75.00 78.75 75.00 76.25 77.50 77.50
S3 73.75 78.75 75.00 75.00 76.25 75.00 77.50
S4 72.50 78.75 75.00 76.25 73.75 77.50 77.50
S5 72.50 75.00 72.75 72.50 72.50 75.00 75.00
S6 70.00 72.50 71.25 72.50 71.25 72.50 72.50
S7 67.50 72.50 71.25 68.75 70.00 71.25 72.50
S8 65.00 67.50 68.75 68.75 66.25 68.75 66.25
S9 63.75 70.00 67.50 68.75 70.00 66.25 68.75
mean 70.56 74.31 72.94 72.64 72.64 73.47 74.03
variance 3.52 3.16 3.13 3.13 1.56 1.87
p value 0.000162 0.001887 0.003835 0.003835 0.000056 0.000031

Table 2: Maximum accuracy analysis (%).

4 Results

The results of the simulated synchronous online training under event-by-event analysis are given in
Table 1, and under max-accuracy analysis are given in Table 2. Mean and variance of improvement
and t-test (paired and tailed) were used to compare the effect of adaptation. In the case of event-
by-event analysis, the performance was improved from 66.25 % to 68.61 % (MCLDA), 70.69 %
(KALDA), and 69.72 % (EKF) when adaptation was performed at every trial (Always Adapt).
EKF achieved the best p-value 0.00245, but MCLDA returned lowest variance on improvement
at 4.08 %. A 70.28 % accuracy was achieved by EKF when the system adapted only when the
prediction was incorrect at each trial (Adapt when False), and the lowest variance on improvement
and p-value were also achieved by EKF at 5.38 % and 0.00041 respectively.

The improvement under the maximum accuracy analysis is similar. The system was improved
from 70.56 % to 74.31 % (MCLDA), 72.94 % (KALDA), and 72.64 % (EKF) when adaptation was
performed at every trial. MCLDA returned the best averaged accuracy and lowest p-value at
0.00016, and KALDA and EKF acheived marginally lower variance of improvement. When the
system was adapted only when the prediction was incorrect at each trial, EKF achieved the highest
overall improvement with 74.03 % accuracy and lowest p-value at 0.000031.

Good improvements are achieved by subjects whose performance were low when there were no
adaptation. Subject 8 produced 58.75 % without adaptation, and the improvement by adaptation
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Event-by-Event Maximum Accuracy
Always False Always False

MCLDA vs KALDA 0.0502(KALDA) 0.5000(same) 0.0666(MCLDA) 0.1497(KALDA)
MCLDA vs EKF 0.0768(EKF) 0.1140(EKF) 0.0111(MCLDA) 0.0106(EKF)
KALDA vs EKF 0.2375(KALDA) 0.1221(EKF) 0.3063(KALDA) 0.1561(EKF)

Table 3: t-test on methods against each other. At each entry, the method with higher mean value
is shown in a basket. Always: always adapt adaptation scheme. False: adapt when false only
adaptation scheme.

was 6.25 % by EKF under event-by-event analysis for both adaptation schemes. Similarly for Sub-
ject 9, the improvements for different adaptation schemes were up to 8.75 % and 10 % respectively
under event-by-event analysis by different adaptation methods.

On the other hand, adaptation offers less improvement for subjects who have already achieved
good accuracy without adaptation. For instance, the result for Subject 1 was improved by 2.5 %
by KALDA and EKF with correction only adaptation scheme. Performance improvements for
other subjects vary from 1.25 % to 5 %.

Overall, both performance indexes have demonstrated that better results have been achieved
with correction only adaptation.

We preformed t-test to show the improvement from each adaptation method against no-
adaption. It was also used to compare the three adaptation methods, each against another (see
Table 3). Since the t-test is non-directional, the method achieved higher mean value is shown
at each comparison. It can be seen that EKF beats KALDA and MCLDA on performance in-
dexes under “Adapt when False” adaptation scheme, with 0.0106 being the lowest p-value against
MCLDA. KALDA beats EKF when the system always adapt, but only marginally in terms of
mean and p-values. MCLDA performs better than KALDA and EKF under Maximum Accuracy
analysis when the system always adapt, with relatively low p-value at 0.0666 and 0.0111. Roughly
speaking, these three methods achieve comparable performance.

5 Conclusion

We tested 3 adaptation methods to update LDA’s parameters online at each trial. It is clear
that all adaptation methods are able to return good increases in performance, even with short
online training period. While no method performs significantly better than others, EKF seems to
perform better with lowest p-value from 3 out of 4 tests, and highest accuracy improvement from
2 out of 4 tests. This is also confirmed when T-test was carried out to compare the methods with
one against another. KALDA returned highest improvement for some subjects (S4, S7 and S9).
The performance of MCLDA is similar to that of KALDA or EKF, while its implementation is
simpler.

In this paper, a cue-based BCI system was used for our experiments. Our ongoing work is
to implement adaptive classifier for self-paced BCI. It is a great challenge to train and adapt a
self-paced BCI online because the user’s control intention and timing are usually unknown to the
self-paced BCI system. Furthermore, the system should be switched to unsupervised learning once
the online training reaches a satisfactory level, or true labels are unavailable.

Acknowledgments: The authors would like to thank Matthew Dyson, Tao Geng, and Steve
Roberts for constructive discussions and comments.
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Abstract

This paper discusses simulated on-line unsupervised adaptation of the LDA classifier in
order to counteract the harmful effect of non-class related non-stationarities in EEG during
BCI sessions. Three types of adaptation procedures were applied to the two large BCI data
sets from TU Graz and Berlin BCI project. Our results demonstrate that the unsupervised
adaptive classifiers can improve performance substantially under different BCI settings. More
importantly, since label information is not necessary, they are applicable to wide ranges of
practical BCI tasks.

1 Introduction

A Brain Computer Interface (BCI) has to be robust against non-stationary changes [1] or adapted
to these [2, 3, 4]. Some BCI users, especially at early training stages, might not generate stable
EEG patterns. The system requires then supervised classifiers that can “follow” unexpected class-
related changes of EEG and successfully help in the learning process [2]; however, class information
is usually not available in practical BCI tasks. On the other hand, when subjects can generate sta-
ble patterns, task related EEG information might not change so drastically, but different electrode
montages or task unrelated factors affect the signals. In this case, class information might not
be required for the adaptation of the system. This motivated us to study whether unsupervised
adaptation based on extra assumptions works in practical BCI scenarios. In BCI experiments
one of the main problems from session to session or from calibration to feedback within the same
session, is the bias adaptation. Typically the features move in the feature space and the classifier
should be re-adjusted [2, 4, 5]. Even during a feedback session the bias must be recalculated after
some time. When a subject generates almost stable patterns, one could expect the change between
the vectors connecting the two class means to be small. This difference can be measured by the
angle formed between the vectors connecting the mean values of each class (see Figure 1(b)).

All data processing methods used in this paper are causal and suitable for on-line and real-
time realization. We describe adaptive unsupervised classifiers based on the simple and robust
linear discriminant analysis (LDA). For this we exploit the fact that adapting parameters of LDA
without label information is possible. The improvement in performance on two large data sets
using these classifiers indicates that there exist underlying background activity that negatively
affects the system performance, but that can be counteracted with the proposed methods.
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2 Material and methods

2.1 The datasets

2.1.1 Graz data

Experiments were carried out with 21 subjects without previous BCI experience. They performed
motor imagery of the left and right hand to control a “basket feedback”, [6]. Each subject con-
ducted three sessions of 9 runs and 40 trials per run (we used second and third sessions). Two
bipolar channels, C3 and C4 were recorded.

2.1.2 BBCI data

We took 19 datasets recorded from 10 subjects who performed motor imagery (left-right hand,
right foot) according to visual cues without feedback. The pair of tasks with best discrimination
was chosen. These datasets were used because they revealed non-stationarities in a previous
study [7]. Brain activity was recorded with multi-channel EEG using 55 Ag/AgCl electrodes.

2.2 Feature extraction techniques

We selected a standard choice in each laboratory: Adaptive autoregressive parameters (AAR) for
the Graz data and Common spatial patterns (CSP) for the BBCI data.

2.2.1 Adaptive autoregressive parameters

To extract AAR parameters from the EEG [8], an adaptive filter based on a stable version of
Recursive Least Squares (RLS) was used. AAR parameters of model order 5 were computed
from two bipolar channels over C3 and C4. The logarithmic variance of the innovation process
(which resulted from the adaptive filtering used) was also concatenated because it provides further
information, see formula of the auto-regressive spectrum.

2.2.2 Common spatial patterns (CSP)

CSP is a technique to analyze multichannel data based on recordings from two classes (tasks).
It yields a data-driven supervised decomposition of the signal x(t) parameterized by a matrix
W that projects the signal in the original sensor space to a surrogate sensor space xCSP(t),
[9]: xCSP(t) = x(t) ·W . Each column vector of a W is a spatial filter. CSP filters maximize the
variance of the spatially filtered signal under one task while minimizing it for the other task. Since
the variance of a band-pass filtered signal is equal to band-power, CSP analysis is applied to band-
pass filtered signals to obtain an effective discrimination of mental states that are characterized
by ERD/ERS effects. Detailed information about this technique can be found in [9].

2.3 Classifiers

We concentrate on a binary classification problem with linear classifiers which are specified by
discriminant functions. LDA assumes the covariance matrices of both classes to be equal, Σ. We
denote the means by µ1 and µ2, and arbitrary feature vector by x and define:

D(x) = [b;w]T · [1;x] (1)
w = Σ−1 · (µ2 − µ1) (2)
b = −wT · µ (3)

µ =
1
2
· (µ1 + µ2) (4)

Then D(x) is the difference in the distance of the feature vector x to the separating hyperplane
described by its normal vector w and the bias b. If D(x) is greater than 0, the observation x is
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classified as class 2 and otherwise as class 1. Note that using a “pooled covariance matrix” instead
of an averaged one does not affect the classification result. We consider five on-line aptation
schemes: two of them require label information (supervised) and the other three can update the
classifier without knowing performed tasks.

2.3.1 Supervised adaptive LDA

In the supervised scenario, we can update the class means µ1, µ2 and the common covariance
matrix Σ in on-line manner. LDA relies on the inverse Σ−1 of the covariance matrix Σ (see (2)
and (3)), which can be recursively estimated applying the matrix inversion lemma, where UC is
the update coefficient and x(t) is the current sample vector without the mean.

Σ(t)−1 =
1

(1 − UC)
·

(
Σ(t − 1)−1 − 1

1−UC
UC + x(t)T · v(t)

· v(t) · v(t)T

)
(5)

with v(t) = Σ(t − 1)−1 ·x(t). Note, the term x(t)T ·v(t) is a scalar, and no costly matrix inversion
is needed. To estimate the class-specific adaptive mean µ1(t) and µ2(t) one can use:

µi(t) = (1 − UC) · µi(t − 1) + UC · x(t) with i := class of x(t) (6)

We also consider a simpler adaptive classifier (Mean classifier) which only updates the class
means µ1 and µ2 by (6), while the covariance matrix Σ is kept constant.

2.3.2 Unsupervised adaptive LDA I: common mean changes

As shown in [10], there are changes which affect the mean of the features. One can modify part
of the bias given in (3) by adapting the common mean µ(t) (the average of the two class means).
We update the global mean µ(t) by the same rule as (6) except that all trials from both tasks are
used. This classifier is called CMean in this paper.

b(t) = −wT · µ(t) (7)

2.3.3 Unsupervised adaptive LDA II: common mean and covariance changes

We update the global mean and covariance matrix (CMean-CCov classifier), and keep the difference
between the two class means constant. We estimate the inverse of the “pooled covariance matrix”
for which no class information is needed, as in (5). We only need to substract the common mean
estimator to the current feature vector x(t). The LDA bias and weights are modified:

w(t) = Σ(t)−1 · (µ2 − µ1) b(t) = −w(t)T · µ(t) (8)

2.3.4 Unsupervised adaptive LDA III

A scaling happening in the feature space can be accounted for by using a parallel formula to that
explained in [11] for the case of adaptive CSP filters:

w(t) = Σ(t)−1/2 · Σ−1/2 · (µ2 − µ1) b(t) = −wT · µ(t) (9)

In which one should use the “normalization assumption” of [11].

Σ(t)−1/2 · (µ2 − µ1) = Σ−1/2 · (µ2 − µ1) (10)
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Figure 1: Left plot: percentiles of classification error rates. Middle plot: angle formed between
the vectors connecting the mean values of the two classes at two different time points. Right plot:
computed angles for the two datasets.

2.3.5 Parameter selection

For each method, the update coefficient UC, the number of samples used to adapt the classifiers
and the initial time for adaptation had to be selected (see [2]). All tuning parameters of “Graz
data” were optimized based on the runs in session 2 for each subject and applied to session 3. The
initial classifiers were calculated using the data from the previous session. For “BBCI data”, the
sessions were divided into two halves. The parameters were optimized in the first half and applied
to the second one.

2.4 Investigating the nonstationarities

The proposed unsupervised adaptive LDAs (Section 2.3.2–2.3.4) are based on the assumption that
the means of the two feature distributions drift in a similar way, i. e. the difference between the two
means is nearly constant. In order to quantify the validity of this assumption, the angle formed
between the vectors connecting the mean values of each class of the first half and the corresponding
vector of the second half is determined for each dataset.

3 Results

Figure 1(c) summarizes the results of the angles computed for every dataset. With “Graz data”
the mean values were calculated using the data of session 2 for the first vector and session 3 for
the second. With the “BBCI data” we used the first half against the second.

Figure 1(a) shows the percentiles 5, 25, 50, 75 and 95 of the classifiers. A significance test
with a Sidak corrected p-value for multi-comparison of 1.74 % revealed that no adaptation is
significantly worse than all the other options. The supervised classifier was found significantly
better than the rest of classifiers. Adapting the mean with and without class information did not
show significant differences, although using class-labels for adapting the mean was better than
CMean-CCov and Rotation classifiers. However, no differences were found between CMean and
CMean-CCov, although Rotation was worse than the first one. Finally, no significant differences
showed between CMean-CCov and Rotation.

Figure 2 depicts error rates of each of the classifiers versus no adaptation except in the bottom-
right corner, where the mean and common mean classifiers are compared. The time in which the
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Figure 2: Comparison of classifiers based in error rates. All of them are compared to no adaptation
except the bottom-right corner, in which adaptation with and without class labels are compared.

performance was calculated was fixed beforehand to assure causality of the results. The values
below the diagonal mean that the classifier of the y-axis performs better than the one of the x-axis.

4 Discussion

Results presented in Figure 1(c) show that angles for BBCI subjects vary from 8 to 25 degrees.
The features used were not adaptive and were computed with a fixed spatial filter after which band
power estimates in a narrow band were calculated. Some of the subjects were naive, but did not
present bigger angle-differences than experienced ones. Also, the two datasets used to estimate
this difference come from the same session which would be an explanation for the small change.
However, this is a realistic setting because many BCI systems record calibration and feedback runs
in the same session. In contrast, all Graz subjects were inexperienced, besides the features were
adaptive. These subjects show angles varying from 9 to 81 degrees.

Figures 1(a) and 2 suggest that supervised adaption is the best option, followed by the super-
vised adaptation of the means. All unsupervised classifiers seem to perform very similarly, with a
slight advantage of the CMean classifier, which might be due to a lower number of parameters to be
adapted. It is interesting to note that adapting means with and without class-labels was not found
significantly different, which is explained by the small difference between the vectors connecting
the two means (small angles) found in most of the subjects. Looking at the comparison between
the Mean and CMean classifiers in Figure 2 one can see that especially for 4 subjects (all of them
from the Graz dataset) Mean was better than CMean. Finally, the Rotation classifier exhibits the
worst average error rate of the unsupervised classifiers, and was found to be significantly worse
than CMean. This might be caused because the assumptions to define problem are too strong.

5 Conclusion

When operating a BCI there is considerable fluctuation in the underlying statistics. This ob-
servation is subject- and even task-dependent. Compensating such non-stationary effects and
investigating their underlying cause is an important mile-stone on the way to more robust BCI
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systems. Our focus in this paper is to study non-task related fluctuations, for which unsupervised
data analysis methods can contribute to compensating such non-stationarity. We consider three
unsupervised classifiers that are shown to successfully counteract the effect of non-class related
EEG changes. These unsupervised classifiers can perform well under very different settings using
CSP or AAR features for preprocessing and training and test sets from within the same session and
from different ones. This is in line with the small fluctuations that can be found when analysing
the change in the vectors that connect the class means at different time points. In other words,
for the majority of subjects considerable signal variation is task unrelated and can thus be tackled
in an unsupervised manner.
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FKZ 01IBE01A/B, and by the IST Programme of the European Community, under the PASCAL2
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Abstract

Anticipation increases the efficiency of a daily task by partial advance activation of neural
substrates involved in it. Single trial recognition of this activation can be exploited for a
novel anticipation based Brain Computer Interface (BCI). In the current work we compare
different methods for the recognition of Electroencephalogram (EEG) correlates of this ac-
tivation on single trials as a first step towards building such a BCI. To do so, we recorded
EEG from 9 subjects performing a classical Contingent Negative Variation (CNV) paradigm
(usually reported for studying anticipatory behavior in neurophysiological experiments) with
GO and NOGO conditions. We first compare classification accuracies with features such as
Least Square fitting Line (LSFL) parameters and Least Square Fitting Polynomial (LSFP)
coefficients using a Quadratic Discriminant Analysis (QDA) classifier. We then test the best
features with complex classifiers such as Gaussian Mixture Models (GMMs) and Support
Vector Machines (SVMs).

1 Introduction

Anticipation is a process that not only depends on past and current states but also on future
expectations. Without anticipation everyday cognitive tasks would become exclusively reactive.
Conversely, this process increases the efficiency of daily tasks by partial advance activation of
the neural substrates involved [1]. We hypothesize that the recognition of this activation can
be exploited for Brain Computer Interaction (BCI). For example, consider a scenario of a brain-
actuated wheelchair [2] driving towards a table with breakfast lying among several other tables.
Using the onboard sensors the intelligent controller in the wheelchair can detect the presence
of a table in front but it cannot decide by itself whether to dock or avoid. If the controller
is integrated with anticipation recognition algorithms, the user can issue the docking command
just by anticipating the docking event to happen. Otherwise, the controller triggers the obstacle
avoidance behavior.

To the best of our knowledge, anticipation related potentials in human EEG are well studied in
the context of clinical science and functional neurophysiological studies [3] but not well explored
in the context of BCI, excepting one early attempt based on neurofeedback [4]. In the current
work we compare different methods for the recognition of these potentials on single trials as a first
step towards the design of an anticipation-based BCI.

To record these potentials we have considered a classical Contingent Negative Variation (CNV)
paradigm [3] as an experimental procedure. A vast amount of literature describes the CNV po-
tentials (the potentials recorded using CNV paradigm) as related to anticipation [3, 5, 6]. In this
paradigm a warning stimulus (S1) predicts the appearance of an imperative stimulus (S2) in a pre-
dictable inter-stimulus-interval (ISI). A negative shift in the cortical activity with a centro-medial
distribution (under the vertex electrode, Cz) usually develops between S1 and S2 depending on
contingency of stimuli and task parameter relevance [5, 6]. This signal has been shown to be
stable over several days and in different conditions (e. g., amount of sleep time) [5]. In addition,
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one neurofeedback experiment suggests that humans are able to modulate its amplitude [4]. The
stability of this potential, and the human’s ability to modulate its amplitude, support the possi-
bility of using this phenomenon for the design of anticipation-based BCI. To this end, it is first
necessary to ascertain the feasibility of achieving reliable recognition of CNV potentials on single
trials; this is the goal of the present study. In the following sections we describe the experimental
setup, along with classification techniques used in recognizing these potentials.

2 Methods

2.1 Experimental setup

We used the CNV paradigm with relevant (GO) and irrelevant (NOGO) conditions for simulating
anticipatory and non-anticipatory behaviors (e. g., the table with food corresponds to a relevant
condition). Figure 1(a) and Figure 1(b) describe the CNV paradigm used in the current study.
The EEG signals of nine male subjects (22–27 years) were recorded in four consecutive sessions
with 50 trials each (equiprobable GO and NOGO trials in random order separated by an inter-trial
interval of 4± 4 s).

2.2 Data acquisition and preprocessing

The EEG signals were acquired for 9 subjects using 32 (subjects 4, 5 and 9) or 64 (remaining 6
subjects) electrodes according to the 10/20 international system with a sampling rate of 512 Hz.
Raw EEG signals were first spatially filtered by using common average reference (CAR). The
signals were then filtered using a low pass filter with cut off frequency of 15 Hz and then the trials
were extracted and separated into GO and NOGO trials using S1 as the reference (i. e., onset of S1
considered as at 0.0 s) with [−1.0, 5.0] s as total trial interval. Average voltage of the time window
from −1000 ms to 0 ms was used as a baseline.

2.3 EEG grand averages

The EEG grand averages at Cz electrode computed over subjects for GO and NOGO conditions
show clear differences (see Figure 1(c) for grand averages using 64 electrode set-up). Similar
differences are observed in the case of 32 electrode set-up. From the topographic plots of average
scalp distribution we observed an increasing negativity under this electrode in GO condition and a
smaller negativity in NOGO condition. An evoked response due to S1 is observed at this electrode
around 0.3 s to 0.4 s in both conditions. The potential at Cz during GO condition is composed of
an early peak around 1s and a late peak between 3.5 s and 4.0 s which is consistent with previous
studies [6]. Although clear differences are observed in grand averages, the use of these potentials
for BCI imposes the challenge of recognizing them on single trial. The methods developed for
addressing these challenges are described in the next section.

3 Classification

As the subjects were instructed to press a button on the arrival of S2 (at 4 s) the recognition
methods evaluated here are based on the EEG potentials up to 3.5 s after the onset of S1 (0.0 s)
in order to avoid any movement preparation potential that could contaminate the recognition of
anticipation processes. In the scope of the current work we restrict to features computed from the
potential at Cz electrode alone (vCz(t), where t is time, t ∈ [0 Tmax] and Tmax = 3.5 s).

3.1 Feature selection

Since slope and peak negativity are usually reported as features of CNV potentials [1], we first
test Least Square Fitting Line (LSFL) parameters with the help of a Quadratic Discriminant
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Figure 1: CNV experimental setup and ERP grand averages. (a) In the GO condition a warning
stimulus (S1) with a green dot at time t = 0 s is displayed and then an imperative stimulus (S2)
with a red dot on the screen is presented with ISI of 4 s. Subjects are instructed to anticipate
and press a button as soon as S2 is presented. (b) To differentiate the NOGO condition from
the GO condition S1 is replaced with a yellow dot. The subjects are instructed to do nothing for
this condition. (c) The grand averages of GO and NOGO trials for six subjects recorded with 64
electrode configuration at Cz electrode. The circular figures are the topographic representation of
average scalp distribution at different time scales for GO (bottom) and NOGO (top) conditions.

Analysis (QDA) classifier. We then compare higher order features such as Least Square Fit-
ting Polynomial (LSFP) features computed as the coefficients of nth order LSFP (αi, where
i = 1 . . . n of ṽCz = α0 + α1t

1 + α2t
2 + . . .+ αnt

n). Each trial is then described by feature vector,
x = [α0 α1 α2 . . . αn]T , where x ∈ Rn+1. The best polynomial order for each subject is chosen
by comparing training accuracies of classifiers calculated for n ∈ {2, 3, . . . , 6} (the maximal order
for search is 6 due to the limited amount of training samples). The LSFL features are equivalent
to the LSFP features with order one.

3.2 Classifiers

We compare classification of anticipation related potentials using the features described above with
the help of different classifiers described in the following paragraphs. Due to space limitations we
give only a very brief introduction of these classifiers.
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Quadratic Discriminant Analysis (QDA). Similar to Linear Discriminant Analysis (LDA)
classifier, the QDA classifiers assumes that the features are normally distributed and relaxes the
assumption that the covariance of each class is identical. For the current problem, we first project
the features onto a canonical space with the help of a projection matrix, that maximizes between-
class variance and minimizes within-class variance, which can be obtained by maximizing Fisher’s
criterion [7]. We then calculate QDA classifiers on the projected features.

Gaussian Mixture Model (GMM). The GMM is a generative model widely used for clus-
tering and classification applications. In the current study we first model each class distribution
with a separate GMM and using these models we build a classifier. The initial estimates of means
are obtained using a k-means algorithm and we then use the Expectation Maximization (EM)
algorithm [7] for estimating the mean (µk), covariance (Σk) and mixing coefficients (πk) of each
Gaussian component of the GMM. Due to limited number of training samples we reduce the
number of free parameters to estimate by constraining the covariance matrix to be diagonal and
sharing it among all the components. The best number of Gaussian components for each subject
is obtained by exhaustive search in the range {1, 2, . . . , 4} based on training accuracies. Since this
classifier suffers from the problem of local minima for complex data that are not well clustered,
we built 100 different models with random initial Gaussian centers. The best model from all the
100 models was then chosen using the training accuracy and considered for testing with test data.

Support Vector Machine (SVM). SVMs are supervised learning methods that simultane-
ously minimize empirical classification error and maximize the geometrical margin between two
classes [8]. In the present study we report classification results based on linear kernel (SVM-linear)
and Radial Basis Function kernel (SVM-RBF). The free parameters of the classifier are estimated
by 10-fold cross validation on training trials.

4 Results

To assess the classification performance across sessions we did a 4-fold cross-validation study where
each fold corresponds to a separate session. The results of this study are summarized in Table 1.
We first did feature comparison with the help of QDA classifiers trained separately for each subject.
We observed that the LSFP features outperform the LSFL features (Wilcoxon test p = 0.01, over
all the subjects and sessions), suggesting that these features describe the anticipation related
potential better than the LSFL features that are usually computed for the characterization of the
CNV potential in neurophysiological studies [1, 4]. It is worth noting that no specific differences
are observed for EEG setup with 32 or 64 electrodes.

Since LSFP features performed better, we tested them on the other complex classifiers such
as GMM and SVM-linear and SVM-RBF classifiers to compare with the performance of the QDA
classifier (see Table 1). The classification accuracies of the QDA classifier are significantly better
than the other three classifiers (Wilcoxon test, p = 0.01 among all the subjects and sessions).
Coming to individual subjects, the accuracies for subjects 6, 8 and 9 are close to random for all the
methods. For subjects 1, 2, 3 and 5 the QDA classifier with LSFP features performed significantly
better than the other classifiers (the best being subject 5, 75.86± 6.45 %). On average the SVM
classifier with linear kernel is the next best classifier. However, this classifier gives accuracies above
65 % only for one subject whereas the QDA classifier does so for 3 subjects. The SVM classifier
with RBF kernel and GMM classifier perform worse compared to the QDA classifier.

Although the QDA classifier with LSFP features performs best compared to all the other
methods, the results of cross-validation show that the recognition method is not reliable enough
for a BCI. Nevertheless, most subjects exhibit an increasing performance over sessions (we excluded
the subjects 6, 8 and 9 from this study due to the classification accuracies are close to random
in all sessions with all the classifiers). Figure 2 illustrates this trend with the help of accuracies
averaged over all the 6 subjects separately for each session. The accuracies in the 3rd and 4th

session are significantly higher (67.06 ± 12.30 % and 66.77 ± 7.77) as compared to the first two
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LSFL LSFP
Subject QDA QDA GMM SVM-linear SVM-RBF

1 62.15± 8.62 66.14± 6.78 58.02± 9.44 58.02± 5.69 58.52± 7.92
2 64.61± 13.17 66.04± 6.90 64.55± 5.68 64.55± 6.31 54.37± 5.44
3 47.57± 5.56 59.91± 10.97 46.87± 1.82 46.87± 7.37 45.93± 7.68
4 50.50± 5.74 58.00± 7.48 61.00± 5.29 61.00± 12.48 51.00± 3.83
5 68.83± 8.95 75.86± 6.45 66.31± 7.36 66.31± 6.60 46.73± 4.11
6 53.64± 8.40 53.09± 9.55 43.54± 4.00 43.54± 6.43 52.44± 3.03
7 44.64± 3.01 54.77± 11.93 57.04± 7.20 57.04± 10.03 53.75± 4.44
8 53.82± 9.39 51.28± 4.25 44.01± 9.09 44.01± 9.36 47.11± 6.40
9 51.00± 8.08 51.00± 5.29 51.00± 9.59 51.00± 12.70 53.00± 8.25

Table 1: Comparison of cross-validation accuracies with different features and classifiers.

sessions (58.60 ± 13.96 and 61.37 ± 5.61). Observing this trend, we argue that the features of
this potential are becoming stable and well separable over time due to subjects adaptation to the
experimental paradigm. This suggests that, similar to BCI systems, a good training method is
a key component for subjects to learn to provide stable EEG patterns. Proper training of the
subjects is likely to enhance the classification accuracies with the methods studied in the current
work.
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Figure 2: Average classification accuracies in different sessions using QDA classifier with LSFP
features for subjects 1–5 and 7.

5 Conclusions

We compared different classification techniques for the recognition of anticipation related potentials
from human EEG as a first step towards the design of a novel BCI. From the off-line studies on these
potentials using the QDA classifier we observed that the LSFP features perform better than the
LSFL features. This result suggests that LSFP features describe the anticipation related potential
better than the LSFL features, the latter being those usually computed in neurofeedback and
neurophysiological studies for the characterization of CNV potentials [4, 1]. We also compared the
classification accuracies of LSFP features with QDA, GMM, SVM-linear and SVM-RBF classifiers.
The 4-fold cross validation, with each fold corresponding to a separate session, showed that the
QDA classifiers perform significantly better than the other classifiers

It is worth noting that none of the subjects considered in the current study had previous
experience with the CNV protocol. The systematic observation of the performance in each session
showed an increasing trend in classification accuracy for most (6 out of 9) subjects. We argue
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that this trend is due to subjects’ adaptation to the experimental paradigm. However, for the
remaining subjects the classification accuracy is at chance level which is most likely due to lack of
practice (note that the CNV paradigm is a learned task and subjects need to practice for a few
sessions). As some subjects learn faster than others the classification accuracies also differ in the
same way. Moreover, as there is a learning component, the classifier calculated using the later
sessions does not perform well for the early session, whereas the classifier calculated using early
sessions performs better for the later session (see Figure 2).

Proper training of the subjects is likely to enhance the performance of the recognition methods
compared in the current study. Moreover, an early study based on neurofeedback showing that
the subjects were able modulate these potentials [4]. Based on this knowledge we hypothesize
that the closed loop implementation of the current recognition methods can improve the subject’s
training yielding to more stable and well separable features. We consider this implementation as
next immediate step for further research. In addition, we will extend these methods to multi-
electrode features in order to improve the classification accuracies. Also, fast recognition of these
potentials is another crucial factor for building a reliable BCI application. We plan to achieve this
by extending the current methods to multi-classifier based recognition techniques in which each
classifier looks at different temporal blocks of EEG and makes a decision as quickly as possible.

Acknowledgments: This work is supported by the EC-contract number BACS FP6-IST-027140
and the Swiss National Science Foundation NCCR “IM2”.
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Abstract

In approaches in which there is direct interaction and mutual interdependence between
human brain and technical devices manifold anthropological, philosophical and ethical issues
arise, some of which will be discussed in the following. These relate to human self-perception,
to the enormous dependence of the individual person from the computer system and to prob-
lems that may arise in case of technological disturbances and dysfunction. For as opposed
to the traditional use of tools and technical instruments, brain-computer interfaces (BCIs)
and other neurotechnological devices are technical tools which are in direct contact with the
human brain and body or which even enter the human brain and body.

1 Introduction

During the past decades, our knowledge of the structure and function of the human brain has
increased considerably. This has prompted the development and use of various pharmacological
and technological procedures to be used in medical contexts, among them neurotechnological
approaches. These include direct brain-computer interfaces (BCIs) which allow brain signals to be
used for communication and control of movement [1, 2, 3]. Apart from non-invasive approaches
such as the so-called thought translation device, which is a biofeedback communication system
used by locked-in patients [4], invasive brain-computer interfaces are currently being developed
which aim at enabling the brain to exert direct motor control. In animal experiments using
microelectrode arrays implanted in the motor cortex, it has been possible to control movements
merely by “thinking them through” [5]. There are also some reports of successful clinical studies
with prosthetic limbs [6].

2 Discussion

In the following, medical, anthropological and ethical issues of BCIs will be discussed. In this,
after a short paragraph on risks and benefits, the focus will be on implications which the direct
interplay between man, brain and technical devices might have for our conceptions of human
identity and authenticity.

2.1 Risks and benefits

The BCI approach is a very promising technology that raises enormous hopes for patients suffering
from severe diseases such as amyotrophic lateral sclerosis (ALS), stroke, spinal cord injury or
cerebral palsy. The clinical applications of this technology have been facilitated by the availability
of small high-performance computers and other small, biocompatible devices. In the use of BCIs
the risk-benefit-ratio is essential.

Possible benefits include positive effects on autonomy, communication and mobility, which are
all aspects of central relevance for persons. Of particular importance is the influence of the devices
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on the quality of life of the individuals involved, on their independence and on their possibility to
participate in family and social life.

Compared to non-invasive procedures, the invasive methods involve considerable risks. These
include the risk for brain lesions going along with the implantation or removal of electrodes and
other technical devices, and the risk for infections or immunological reactions. Also long-term
functionality is a crucial issue. There may be situations, however, in which non-invasive BCIs
cannot be used for practical reasons or in which invasive BCIs go along with greater benefits.

It should not be forgotten that in invasive BCIs, there is an implantation of technical material
into the human brain, this being the organ which determines, like no other, an individual’s overall
existence. Only those uses in which considerable benefit can reasonably be expected and in
which the expected benefits clearly outweigh the risks can be considered acceptable. This requires
an adequate amount of basic research and animal experiments carried out before beginning to
do clinical trials. Before invasive procedures are chosen for an individual patient, all other less
invasive options should have been taken into consideration.

2.2 Brain-computer interfaces and human self-perception

As opposed to the customary, traditional use of tools and technical instruments, BCIs are technical
tools which are in direct contact with the human brain. By way of this intensive interaction
between technical devices and the human brain, the distinction normally drawn between tools and
the subject who uses them is blurred. This holds in particular in invasive BCIs in which a “tool”
is integrated directly into the human brain. BCIs may be characterized to be hybrids of man
and machine: The BCI results from intensive interdependence between a person and a computer
system. Most often, it involves complex mutual learning and adaptation processes.

In view of this intensive interaction between person and technical devices the question arises:
In how far can the technical system be integrated into the self-conception of the person involved?
In how far may a person consider the artificial actuator, for example a prosthetic limb, to be part
of herself? Is this bodily extension an aim worth pursuing?

These are complicated issues, for from an external perspective there is no answer to the ques-
tion: What is it like to live with a BCI? In order to find an answer to that question, the internal
perspective of the person involved is necessary. The philosopher Thomas Nagel has explicated
this in his famous article: “What is it like to be a bat?” in which he argues that it is impossible
for human beings to know what it is like to be a bat because human beings will never be able
to have a bat’s internal perspective and a bat’s consciousness [7]. In spite of these difficulties,
self-perception and identity are very fundamental issues for persons which need detailed reflection
in the context of BCIs.

The idea of bodily extension is most obvious in the use of prosthetic limbs, but it plays a central
role in all forms of BCIs: The neuromotor prosthesis may be considered to be an additional limb
over which – by way of the BCI – the person gains control. At least in the beginning of an
individual’s BCI use, however, there is an obvious difference between a prosthesis and a person’s
body: The prosthesis clearly is not part of the person’s body, which is not just any body, but the
body experienced by the person to be her own body. In this, self-experience plays a central role,
a person’s experience that this body is her own body.

Maurice Merleau-Ponty [8] has used the term “Leib” for this particular perception of one’s
own body from the internal perspective. For bodily self-perception, physiological as well as mental
aspects are important. For Helmuth Plessner’s position [9], the internal perspective, the external
perspective and border-drawing, achieved by oscillations between internal and external perspective,
are central for an individual’s self-conception. In how far can a person’s bodily perception be
extended to a tool that the person uses regularly? In the 1940s, Maurice Merleau-Ponty had such
an extension of a person’s bodily experience in mind when he discussed the integration of a blind
person’s cane into that person’s bodily perception (“Erweiterung der Leibessynthese”, [8], p. 182).

This idea of integration is supported by recent studies such as the one carried out by Iriki et
al., [10]. In this study, in macaque monkeys there has been an extension of the visual receptive fields
of bimodal cortical neurons along the length of a rake used by the monkeys as a tool to retrieve
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distant objects. This supports the idea that tools can become incorporated into the body schema,
i.e., the internal representation of one’s body, constructed by proprioceptive, somatosensory and
visual signals.

Also other experiments carried out in animals and humans encourage this idea [11, 12]. In
view of these results it seems possible that prosthetic devices can be incorporated into the body
representation [3]. Probably, an assimilation of the prosthetic device as if it were part of the
person’s own body will be facilitated by providing the brain with multiple sensory feedback from
the artificial actuator.

As Lebedev and Nicolelis ([3], p. 542) put it:
“Altogether, these results suggest that long-term usage of an artificial actuator directly con-

trolled by brain activity might lead to substantial cortical and subcortical remapping. As such,
this process might elicit the vivid perceptual experience that the artificial actuator becomes an
extension of the subject’s body rather than a mere tool.”

So, in the long-term usage of a BCI, the person involved may no longer consider the artificial
actuator to be a mere tool, but to be an extension of her body, to be part of her own body. It
seems that incorporation of the prosthetic device into the body representation is even necessary
for adequate BCI functioning.

2.3 Hybrids of man and machine: ethical aspects

What are the ethical implications of such a direct interdependence between man and computer in
a brain-computer interface?

Apart from medical aspects relating to the risks of the procedure: Is a person harmed by the
intensive interrelation with a computer or by the incorporation of technical devices into the brain?
Manifold concerns, fears and fantasies stem from the option to integrate computers and other
technical instruments into the brain and other parts of the human body. These involve aspects
such as the technicalization of the human body, the encouragement of a reductionist, technological
view on human beings, the fear of losing human identity, and speculations relating to cybernetic
organisms, cyborgs [13].

Undoubtedly, these concerns relating to a technicalization of the human body reveal that there
are ethical limits to the amount and range of human body parts to be substituted by technical
devices. These issues clearly need broad and intensive interdisciplinary discussion. This holds
in particular since in BCI use an incorporation of the artificial actuator into the person’s body
representation and a modification of the person’s self-conception are to be expected.

In my opinion, however, it is not adequate to reject neurotechnological approaches such as
BCIs merely because of the technical nature of these devices. Instead, the functions achieved by
the technological system are crucial. In clinical contexts, BCIs aim at substituting basic human
functions that have been lost due to disease or accident. For the persons involved, the ability
for communication or for motor control conferred by the BCI are of central relevance for their
independence and overall room for manoeuvre in everyday life. In this, the decisive criterion is
not whether biological or technical material is used, but whether the system is able to substitute
for the lost function at an acceptable risk-benefit-ratio.

In BCI use, a patient’s quality of life, ability to communicate, motor performance or room for
manoeuvre strongly depend on the correct functioning of the BCI. In order to allow the patient
to control his overall situation as far as possible, it is necessary to secure continuous functioning
of the system without any disruptions or technical problems. For dysfunctions and failures have
direct negative impact on the person involved. Consider for example the sudden disruption of a
person’s sole possibility to communicate with her surroundings. An impression of this enormous
dependence and of the central relevance of communication for persons is given by Jean-Dominique
Bauby’s captivating book “The Diving Bell and the Butterfly” [14].
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3 Conclusion

BCIs are a very fascinating technological approach which raises enormous hopes for patients
suffering from severe diseases. The intensive interdependence between man and computer system
in these hybrid devices implicates manifold theoretical and ethical issues relating to human self-
perception, identity, and technicalization that need further discussion.
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Abstract

While allowing for a control of a feedback device via brain activity, Brain-Computer Inter-
faces (BCI) still suffer from performance decrements during an online session. As a possible
cause for this problem, nonstationarities in the statistical properties of the EEG data have
been identified. There are numerous studies claiming that new methods of adaptation have to
be found [1, 2, 3, 4, 5], in order to confine the influence of statistical nonstationarities on the
classification accuracy, but so far no heuristic-based approaches have been developed. With
this study we were able to isolate one cognitive factor responsible for statistical nonstationar-
ities in EEG data: the Loss of Controllablity (LoC). LoC refers to the perceived control the
user has over a feedback device. We induced this factor artificially in a highly controlled ex-
perimental setup. Phases with reduced controllability induced a highly significant deviance of
Event Related Desynchronisation BCI features but had no significant effects on features from
Slow Cortical Potentials. Data based adaptation approaches are lacking an explanation for
the causes of statistical nonstationarities. Hence these approaches run the risk of overfitting
the adaptation to factors not relevant for the features. By identifying possible causes, like the
factor LoC, we follow a new theoretical perspective on a heuristic based approach, applicable
to a broader context of settings. Our results also show that statistical nonstationarities in
EEG signals can be traced back to a functional background, and are not random noise. The
identified cause for nonstationarities, LoC, could help to develop new methods of adaption
by serving as an indicator for a change in the statistical properties of the EEG data. With
this heuristic-based approach other factors could also be identified, in order to improve BCI
online adaptation.

1 Introduction

Subject of investigation – Nonstationarities: In recent years nonstationarities in statistical proper-
ties of Electroencephalogram (EEG) data (in the following referred to as nonstationarities) became
an increasingly relevant issue in BCI (Brain-Computer Interface) research. These nonstationarities
are likely to occur in the course of time of an experimental session, causing drastic changes in BCI
relevant features, hence leading to a serious decline in the classification accuracy. There are several
studies claiming that they have to be further investigated to find new solutions of online adaption
e. g. [1, 2, 3, 4, 5]. A first systematic quantitative study was given by Shenoy et al. [3]. They
found evidence for nonstationarities in the statistical properties of the relevant extracted features.
Shenoy et al. [3] point out the need of an investigation of neurophysiological and psychological
causes. Various adaptation methods have been developed, following a data based approach. Here
some of the parameters of the translation algorithm are updated during an online session [4, 5, 2, 6].
Nevertheless, apart from [3], none of these investigated possible causes for nonstationarities and
are therefore vulnerable to an overfitting to factors irrelevant for classification. Likewise, in this
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study we want to investigate nonstationarities on a new theoretical basis, proposing a heuristic
approach. Causes for these effects have to be identified at first, in order to find relevant indicators.
As a result, a new adaptation scheme could be followed by changing parameters of the translation
algorithm, whenever the crucial factor is denoting the need for adaptation.

Factor of interest – Loss of Controllability: This study investigated the factor of perceived
Loss of Controllability (LoC). By controllability we refer to the perceived control the user has
over a feedback device. Noticing classification errors, the user is trying to regain control over the
machine. Perceived LoC could cause a change in the mental state of the subject, and therefore
have an impact on the feature distributions. The idea of perceived controllability has been stated
before, for it refers directly to the classification accuracy of a BCI system [7, 3]. Data based
methods face the problem of complexity in online BCI systems. These consist of two strongly
interacting components, namely the user and the machine, which creates a closed feedback loop.
Each of the interacting systems has to optimize for the same goal – hence ideally adaptations of
both systems should converge. But in the other case, it can happen that both systems diverge from
one another, as demonstrated here. LoC is a result of the static translation algorithms confronted
with the variable brain trying to optimize during phases of classifier errors. LoC can be defined
as the classifier output being inconsistent with expected feedback. Hence, in a new experimental
setup, the RLR (Rotation-Left-Right) paradigm, we manipulated the rate by which the user was
able to predict the feedback under controlled conditions, by artificially inserting machine errors.
The study was held in offline mode, to ensure the control of possible intervening factors and to
avoid phases of loss of control over the feedback device, as they occur in online sessions (for details
see methods section). This study has found evidence for a crucial factor causing nonstationarities.

2 Methods

An offline analysis approach [8] was utilized, replacing the usual online session which follows the
initial calibration measurement. Thereby subjects performed a series of clearly defined control
actions, while the EEG was only recorded and not fed back to the user. Therefore, the subject is
not influenced by the performance of a particular algorithm and multiple algorithms can later on
be compared on exactly the same data.

Figure 1: Experimental task of the RLR paradigm, section of one sample trial.

2.1 Experimental task and setup

The experimental task was to rotate a letter with left or right key press until it corresponded to
a target figure. This was either the letter L or R, indicating both left or right key press (Ctrl
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keys, standard keyboard) and direction of rotation (left- or right wise) (Figure 1). Change of
stimulus colour was an indicator for different angles of rotations: red indicating 90 degrees, yellow
60 degrees and green 30 degrees. Every 1000 ms the letter changed colour indicating the possibility
of rotation. The stimulus would not rotate automatically, but only if a key was pressed. Therefore,
participants were able to build up a strategy, in order to achieve the goal: to rotate the starting
stimulus as fast as possible to the target stimulus. After rotation, the letter remained in its colour
for 300 ms, changed into grey for a variable inter-stimulus interval (ISI) of 550 to 650 ms, while
no key press was possible. The inter-trial interval (ITI) was 1000 ms. Faulty trials were defined
rotating the stimulus too far or pressing the non appropriate key. Mapping rules of colours and
size of rotations were kept constant until loss of controllability via a wrong mapping of colours
and angles was introduced, leading to machine errors and thus faulty trials.

Experimental setup: The first block (LR, 5 minutes) was a typical BCI calibration measure-
ment, for left/right keypresses prompted by letters L/R, which was not used for online control,
but served as a baseline for subsequent comparisons [7]. Afterwards, a short practice block (P)
of two minutes duration was introduced (RLR paradigm). The following sessions were divided in
three blocks (A1,A2,B). For each block, the RLR paradigm had to be performed. A pause of 5
minutes each was inserted. The first two blocks (A1,A2, 12 minutes duration each) were identical.
During the third block (B, 29 minutes duration) LoC was introduced. After 7 minutes, LoC was
gradually raised from 0–30 percent (transition of four minutes). This probability of error was held
constant for another 7 minutes (Buc) and recovered in a second transition phase. Another final
phase of 7 minutes of correct feedback followed (Ba2).

Experimental Paradigm: The new RLR paradigm parallels features of typical online feedback
scenarios in BCIs (e. g. Basket Feedback [7]), as it mimics an asynchronous BCI (internally paced,
user-initiated) [9], there is an iterative decision process within each trial, and it has a defined goal
and therefore provides motivation for participation in the game.

Recording: In this study 22 healthy subjects (age range 19–40) took part. EEG was recorded
from scalp with multi channel EEG amplifiers (BrainAmp DC by Brain Products), using Ag/AgCl
electrodes (reference at nasion), sampled at 1000 Hz, with a band pass filter from 0.05 to 200 Hz.
The electrodes were distributed on standard 10/20 based caps with 32 positions. Electromyogram
(EMG) and electrooculogram (EOG) data, as well as ambient temperature and noise level have
been recorded, controlling for external effects such as measurement artifacts and for class correlated
eye movements.

2.2 Analysis of EEG data

As formerly stated, we follow an approach which is widely known as offline analysis. This is
realized by crossvalidation (CV) [10]. The continuous EEG data for a session is segmented into
a set of blocks, one for each trial. The recorded trials are repeatedly partitioned into disjoint
training and corresponding testing sets, used to train an instance of a classifier and then estimate
its performance on the unknown data of the test set. We used a 10×(10,5)-fold nested CV.

Features and Feature Extractors: The EEG features that allow left and right hand movements
to be discriminated fall into two categories: Slow Cortical Potentials (SCPs) and Event-Related
Desynchronization (ERD) features.

SCP feature extraction: SCPs are low-frequency changes (1–5 Hz) [11], in this case localized
over motor cortex. A slow negativity can be observed prior to a movement, and the relative
strength of this negativity in the channels over the left versus right cortical hemisphere can be
used to infer the laterality of the upcoming movement [12].

The CSP Algorithm: As ERD feature extractor the Common Spatial Patterns (CSP) algorithm
was utilized. A variant of this algorithm, CSP for SCP (CSPfSCP), was used for the SCPs [8]. CSP
aims to find linear combinations (patterns) of EEG channels such that the variance (deflection in
the SCP case) of each trial projected according to these patterns is most discriminative (i. e., differs
maximally between the two classes).

The SpecCSP algorithm: For the extraction of ERD features we used Spectrally Weighted CSP
(SpecCSP) [13]. SpecCSP iteratively alternates between optimizing spatial and spectral criteria.
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This way, the algorithm calculates a set of subject-specific spatial projections together with a set
of frequency filters.

LDA was used as a classifier for all of the above feature extractors, as it was shown to be well
suited for them [13, 8].

2.3 Dependent measures of nonstationarities

To assess the impact of LoC on the classifier’s performance, we calculated pseudo online classifica-
tion rates (POC) over time. POC rates were calculated by offline analysis serving as estimation for
online classification results. POC was determined as following: The appropriate CSP derivate was
used, with a time window of 300 ms, six patterns and a band-pass filter of [7–30] Hz. A classifier
was trained on the initial calibration block (LR). Then, this classifier was applied to every key
press, which happened over the course of the main experiment (i. e. blocks A1,A2 and B). An
average of approx. 100 gradual classifier outputs in a one-second window before each key press
was averaged and taken as the classifier’s decision for this key press. The sign of this decision
value (by default, left keys were assigned – 1, right keys +1) was remapped according to the key
actually pressed, such that correct decisions were assigned positive values and wrong decisions
were assigned negative values. By this, we got a real number for each key that was pressed by
the subject. The plot in Figure 3 shows the aggregation of all values over all 22 subjects. The
classifier outputs were forward/backward – filtered with a moving average window of 25 seconds,
to obtain smooth plots. Therefore, positive values in the plot indicate overall correct classifier de-
cisions, while values close to zero or negative indicate overall wrong decisions. We also calculated
the Kullback- Leibler divergence (KLD) (for details see [3]) of the classifier’s feature distributions.
All measures were calculated relative to the training data’s distribution of the initial calibration
measurement, the LR-block. We used the KLD to measure the divergence of the CSP feature
distributions as they build up over the course of the main experiment. Note that these KLD
results have been determined in a classical offline fashion, i. e. one for each key press.

3 Results

Class correlation of the eye movements during the RLR sessions were all below r = 0.012, showing
no significant difference to the class correlation of the LR design. This ensures that the result
of the classifier output is not contaminated by class correlated eye movements. In RLR-designed
sessions the well known α -rhythm is less pronounced than in the standard LR-Training. It slightly
increases through the course of time Figure 2. T -tests were calculated for the CSPfSCP and for the
SpecCSP features for the blocks A1, A2 and B (including LoC). For the SpecCSP features based
on the Event Related Desynchronization, phases including the LoC (Buc, Block uncontrollable)
showed a significant (p = 0.0083) increase in KLD of the SpecCSP features. Also the pseudo-online
classification rate shows a decrease over time and it correlates significantly (p = 0.0092) to that of
the KLD in block B (Figure 3). For the CSPfSCP there was no significant change for the phases
with Loss of Controllability (Figure 3).

Figure 2: Topographical plots: spatial distribution of 10 Hz activity (one subject) over all blocks.
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4 Discussion

Due to the new experimental design of the RLR paradigm, we were able to isolate one factor
responsible for BCI relevant nonstationarities. With increasing LoC the KLD increases, disclosing
nonstationarities in the EEG signal. But LoC has only a significant impact on features extracted
with SpecCSP. This effect could not be found in features based on CSPfSCP. Hence, the choice
of feature extraction methods is crucial for controlling the impact that nonstationarities have on
the classification results. We are able to replicate the change in background activity of the brain,
typically occurring in the transition from offline to online session. This change manifests itself
in a less pronounced α -rhythm during the online session than in the calibration measurement
(e. g. LR-Training). Shenoy et al. [3] identified this shift of data in feature space as a main
cause for statistical nonstationarities and traces this change back to the fact that the calibration
measurement is more monotonous than the online session. Our results ensure that our RLR-design
mimics typical online sessions, also showing a less pronounced α -rhythm. Hence we were able
to discriminate this effect from our new factor of investigation – LoC – which had an additional
influence, giving rise to statistical nonstationarities.

Figure 3: (A,B,C,D): Smoothed versions of the grand average. Figures A and B show POC
accuracy, figures C and D show KLD. Left hand is ERD based, right hand is SCP based.

5 Conclusion

The LoC study reveals that the two systems taking part in BCI sessions – the translation algorithm
and the brain – can diverge while trying to optimize for better results. Here, simulated errors of
the computer lead to an attempt by the subject to adapt, causing a change in brain patterns. As
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an unavoidable consequence, with proceeding interaction, classification is getting more and more
problematic, leading to even more errors by the computer. Hence, this loop contains a significant
portion of positive feedback, which leads to steadily increasing classification errors once a certain
threshold is passed. By identifying starting points for this viscious cycle, there will be new possible
solutions of online adaptation. LoC could serve as an indicator for statistical nonstationarities and
thereby overfitting would be avoided, while providing an additional theoretical basis for adaptation.
This adaptation is characterized by a passive approach, with no need for an active action of the
subject directed towards the BCI. Anyhow, it provides relevant informations about the current
mental state of the user, making an improved interaction possible. The RLR paradigm can be
utilized for recording signals from executed movements without generating a parietal α -rhythm.
It gives the opportunity to manipulate BCI relevant factors in a controlled way, EEG allowing for
the investigation of yet unknown other influences.
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Abstract

The introduction of methods from statistical machine learning [1] to the field of brain-
computer interfacing (BCI) had a deep impact on classification accuracy. It also minimized the
effort needed to build up the skill of controlling a BCI system [2]. This enabled other fields of
research to adapt methods from BCI research for their own purposes [3, 4]. Team PhyPA, the
research group for physiological parameters of the chair for Human-Machine Systems (HMS) of
the Technical University of Berlin, focuses on enabling new communication channels for HMS.
Especially the use of passive BCIs (pBCI) [3, 4], not dependent on any intended action of the
user, showed a high potential for enhancing the interaction in HMS [5]. Additionally, as actual
classification rates are still below the threshold for efficient primary control [6, 7] in HMS, we
focus on establishing a secondary, BCI based communication channel. This kind of interaction
does not necessarily disturb the primary mode of interaction, providing a low usage cost and
hence a efficient way of enhancement. We have designed several applications following this
approach. Here we are going to present briefly the results from two studies, which show the
capabilities arising from the use of passive and secondary BCI interaction. First, we show that
a pBCI can be utilized to gain valuable information about HMSs, which are hard to detect by
exogenic factors. By mimicing a typical BCI interaction, we have been able to identify and
isolate a factor inducing non-stationarities with a deep impact on the feature dynamics. The
retained information can be utilized for automatically triggered classifier adaptation. And
second, we show that pBCIs are indeed capable to enhance common HMS interaction outside
the laboratory. With this, we would like to feed back our experiences made with passive
interaction to the BCI community. We hope to povide new and useful information about
brain dynamics which might be helpful for ongoing BCI research.

1 Introduction

Team PhyPA aims at the combining the technologies from Brain-Computer Interfacing (BCI) [8, 9,
1] and those from the context of Human-Machine Systems (HMS). HMS is the science of interaction
between humans and technical systems. Therefore, an interdisciplinary team of mathematicians,
psychologists and engineers works on currently seven projects investigating non-stationarities,
efficiency and general applicability of feature extraction methods, single trial detection of motor
and non-motor patterns e. g. error-responses and defining support systems enhancing HMS. As
we focus on the applicability of BCI while interacting in typical HMS environments we augment
the field of Brain-computer Interfaces to the field of Brain-Computer Interaction. Therefore, we
have developed several tools allowing us to detect intended and non-intended user states and
integrate them into existing and new HMS. We categorize the methods derived from BCI research
into active and reactive. By the term active BCI (aBCI) we denote BCIs which utilize brain
activity of direct correlates of intended actions as input. This includes the detection of motor
imagery or execution as well as the control over slow cortical potentials. A reactive BCI (rBCI)
is still controlled via intended actions. In contrast to the aBCI features are not derived from
direct correlates to these actions, but from cognitive reactions on exogenic stimuli, as e. g. in

144

4th Int. BCI Workshop & Training Course 2008



 

 

 

Type of BCI Based on features from Used for
Active intended generated cognition direct control
Reactive unintended changes in cognition by direct control,

voluntary focussing on exogenic stimuli brain switch
Passive unintended changes in cognition supporting systems,

induced by common interaction user-state detection

Table 1: Categorization of BCI Systems and their fields of of application.

the P300 speller. The rBCI features seem to be more robust in general. This might be due to
the fact, that they usually depend on automatic processes of cognition which are not as easily
modulated by conscious processes. According to this line of thought [3, 4], we now define passive
BCI (pBCI). pBCIs are based not on intended actions of the user, but instead on reactive states
of the user’s cognition automatically induced while interacting in the surrounding system. Hence,
the underlying features used by pBCIs are mostly independent of the primary mode of interaction
within an HMS, be it BCI based or not.

2 Methods

2.1 Specifications of our BCI system and experimental design

2.1.1 Recording

The EEG system has 32 channels of Ag/AgCl conventional (EasyCap) or impedance optimized
(ActiCap) electrodes. Signals are amplified by a BrainAmp DC system and recorded by the
BrainVision Recorder (BrainProducts). The electrodes are distributed on standard 10/20 based
caps with 128 positions. Depending on the type of experiment they are placed over according parts
of the cortex. Additionally, we record electrooculogram (EOG) for controlling feedback-induced
correlated eye movements, and electromyogram (EMG) on the relevant limbs, for protocolling
correlated movements. Both are bipolarly multiplexed by a BrainAmp (ExG) system and derived
with Ag/AgCl electrodes. In order to retain information on exogenic factors, we also record
ambient temperature and noise level within the laboratory.

2.1.2 Analyses

For offline analyses, all feature extraction methods, especially methods for filtering and resampling,
are applied in a strictly causal way. Classifiers are chosen from several linear (LDA, RDA, SVM)
and non-linear (kernel SVM, rQDA, GMM) methods. In all analyses presented subsequently,
(regularized) LDA was the best performing classifier and was therefore selected. Classification
accuracy was estimated by 10×(10[×5]) [nested] crossvalidation if not otherwise stated. Results
from offline analysis are derived from strictly separated training and test blocks. Significance
statements are substantiated by standard T -Tests and F -Tests without assumptions on the type
of underlying distributions.

2.1.3 Experimental design

The stimulus presentation in calibration phases before online feedback is designed for providing
high control over exogenic and correlating factors besides the one of interest. This control is relaxed
in certain online feedback sessions to allow for a more realistic mode of interaction. Notice, that
this decrement of control might allow for a higher number of artifacts but does decrease the signal
to noise ratio. Subjects have been introduced to the main factor of investigation by an instructor.
Experimental tasks have been presented in a standardized way on the screen of the Feedback
Unit. The course of the experiments contained several breaks for relaxation and recovering of the
subjects. Subjects gave information on their overall state and their impressions on different blocks
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of the experiment by answering questionnaires. All subjects are from age 18 to 45 with german
as primary language. All groups of subjects are of balanced or selected sex. After all sessions the
subject has been paid (20 Euro).

2.2 The RLR paradigm and its directed restriction, the RLR-Game

In the Rotation-Left-Right (RLR) paradigm [10] a stimulus on a starting position has to be rotated
left- or rightwise (by a left or right key press) until it corresponds to a given target figure. The
stimulus is either the letter ”L” or ”R”, indicating the direction of rotation. While the colour of
the stimulus is grey, it can not be rotated. However, every 1000 ms it changes into one of three
colours, indicating A) the possibility to be rotated by a keypress and B) the degree of rotation. If
the stimulus lights up in red, the stimulus will rotate 90 degree, if it is yellow 60 degree and if it
is green 30 degree. Please notice, that each rotation has to be triggered, which only can be done
once per colour change. The subject has to build up an efficient strategy for reaching the target:
to rotate the starting stimulus as fast as possible on the target stimulus without rotating too far.
A derivate of the RLR paradigm is the RLR-Game, defined in two modes: The first was restricted
to standard states and the second with additional error states. The standard states are restricted
to the colours green and red. The mapping of angles in the error states is directed downwards,
hence an error induces a smaller angle of rotation than indicated by the colour. Goal of the game
is to reach the target stimuli as fast as possible. Two players can play against each other. Their
performance is measured and fed back in points. A player get a point when hitting the target
earlier than his opponent.

3 Experimentel setups

3.1 A pBCI for retaining interaction relevant endogenic information

3.1.1 Motivation

Shifting BCI applications from laboratory environment to interactive scenarios enforces losing
the control over most of the interfering factors. Hence, one faces problems connected to the
interaction between man and machine. The use of pBCI might give insights into the correlation
between mental states and system states which are hard to infer from exogenic factors.

3.1.2 Factor of investigation

One class of problems is that of non-stationarities resulting from shifts in cognitive states, which
have not been represented in the data of the calibration phase. These might be induced by changes
in the mode of interaction or mental processing of exogenic factors. As stated by Dornhege, Shenoy
and Krauledat (see www.bbci.de) the loss of controllability (LoC) might be one of these factors.

3.1.3 Experimental design

By utilizing the RLR paradigm we have been able to artificially induce phases of reduced contro-
lability (BUc, see Figure 1) in experiments with 24 subjects by permuting the mapping between
colours and angles of rotation. We tracked features representing the primary mode of interaction,
pressing a key, in the EEG data. One representing the event-related desynchronization (ERD)
and one representing a slow cortical potential (SCP) prior to the movement. Details on this study
can be found in [10].

3.1.4 Features

Features have been extracted by Common Spatial Patterns for SCP (CSPfSCP) [11] and Spectrally
Weighted CSP (SpecCSP) [12] for ERD from 200 ms of data prior to the button press.
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Figure 1: Grand average of the KL divergence using features for ERD (dark) and SCP (light).

3.2 Applicability of a pBCI for enhancement of efficiency in HMS

3.2.1 Motivation

Errors in communication are highly relevant factors regarding the efficiency of HMS. Especially in
automated adaptation of the machine to the interaction mode of the user [13]. A wrong decision
induces effects of surprise and frustration and in this respect, adaptation reduces the performance
and the safety in HMS [14]. Additionally it triggers a correction action which enforces a shift in the
intention focus of the user. According to this it reduces the overall acceptance of the adaptation
and of the whole system.

3.2.2 Factor of investigation

In this study we have shown that pBCIs are capable of enhancing such an adaptation. For this we
have designed the RLR-Game which mimics the interaction in an HMS and allows for modelling an
unexpected and negative effect, the error states. While this game is based on common interaction
channels we have added a secondary and passive BCI channel capable of correcting the effect of
error states. This correction was triggered by an event related potential reflecting the mental
processing of an error trial. If it is correctly detected by the pBCI during an error trial, the
rotation angle was set to the correct mapping. In case of a false positive the angle was reduced
to that of an error state. Hence, each correct detection of an error speeds the player up and
a false positive slows him down. Therefore, if the classifier works properly, it will enhance the
performance of the player and it will reduce it otherwise.

3.2.3 Experimental design

For keeping the environment as realistic as possible, we have chosen the Open House of the TU
Berlin (LNdW 2007) as the setting. Four times two different players from the audience played the
game against each other. Each pair played three sessions of 50 trials. One for user training, without
error states. In the second session we introduced the error trials. The automatic adaptation has
been applied in the last session, only for one player.

3.2.4 Features

Features have been extracted by a derivate of the pattern matching algorithm ([15]) extended for
detection of several extrema of SCPs. 600 ms of data after the rotation have been selected.

4 Results

The results of the LoC study (Figure 1) show that in phases with full control (A1, A2, Ba1, Ba2)
the variance of the averaged Kullback-Leibler divergence (KLD) of both features is bounded. In
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Figure 2: Differences of points from two opponents playing the RLR-Game at the Open House
2007.

contrast, the phases of reduced controlability (BUc) shows an significant increase of the KLD for
ERD based features. Hence, the KLD of these features is a measure representing the perception of
controlability. Figure 2 shows the results from the sessions from the open house of the TU Berlin
2007. In the third session one player has been supported by the pBCI. While the points have been
equally distributed between session 1 and 2, the performance of all pBCI supported players has
been increased significantly.

5 Discussion

Here we gave examples of two types of pBCIs. One establishing an information flow from the
human brain to the HMS reflecting user states correlated to current modes of interaction. The
other one extracting the actual interpretation of dedicated system states from the users cognition.
Both can be applied in the context of BCI for enhancing classification accuracy. First, for an
automated adaptation of the classifier and second, for correcting machine errors as proposed
in [15, 16]. Also, for application in the field of HMS, it provides information about the user,
which can only hardly be inferred by typical information channels in HMS. Especially the idea of
utilizing the human brain as sensory for the subjective interpretation of current states within the
HMS seems to be very promising. These studies are hopefuly a starting point for a whole series of
new approaches. Currently we are investigating pBCIs for detection of mental workload, cognitive
interpretation of the perception of human movements [17] and information on driver intentions.
Please, see www.phypa.org for details.

6 Conclusion

Our experiences with pBCIs show, that these enable new channels of information within the in-
teraction between man and machine. These can be utilized for both BCI and HMS research.
Additionaly it seems to be very fruitful to exchange experiences between these two fields of re-
search, which will hopefully will be done extensively in the near future.
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Abstract

An EEG-based BCI (brain-computer interface) system named “Brain Switch” was devel-
oped which detects motor imagery of subjects’ own limbs by the increase of beta band power
from one-channel EEG data. In this paper, the effect of long-term on-line feedback training
on two healthy subjects using the Brain Switch is reported. Two subjects with normal motor
ability took part in the experiments which consisted of screening sessions without feedback
and training sessions with feedback. In the screening sessions, 32 channel EEG, 3 channel
EOG and 4 channel EMG were measured simultaneously to review the EEG activation due to
motor imagery and to choose one EEG channel related to limb motor imagery and one proper
frequency band as a source of feedback training. In the feedback training session, EEG was
measured from the selected channel. The length of a bar graph, presented on-line on an LCD
as a feedback, was proportional to the EEG band power in the pre-defined frequency band.
Training were executed for 50 or 40 sessions within 6 or 7 months, and a screening session was
executed every 10 training sessions for checking and changing conditions for feedback. The
EEG band power and the results of threshold-based command detection are investigated and
discussed.

1 Introduction

A brain-computer interface (BCI) is a non-muscular communication channel which allows phys-
ically disabled people to re-establish interaction with their surrounding environment. One way
to realize such a BCI is to detect motor imagery of users’ limbs from the electroencephalogram
(EEG) [1].

The BCI presented in this work is based on the detection of changes in oscillatory EEG
components (event-related synchronization/desynchronization, ERS/ERD) induced by motor im-
agery [2]. From an engineering point of view, the simplest way to transfer information is to use
binary control signals. For the realization of this binary signal, the authors have developed the
system named “Brain Switch”, which detects the presence of a user-specific motor imagery. This
system detects the enhancement of EEG activities in a user-specific frequency component (ERS)
in a user-specific bipolar EEG channel on a threshold basis [3, 4]. The Brain Switch has already
successfully been employed to restore the grasp function of a spinal cord injury patient [3].

However, one crucial issue to gain control of a BCI is the training protocol. It is known that
the feedback training, in which information on target brain activation is presented to the subjects
during the task, is effective to modulate neuronal activities on motor imagery [3]. Due to the non-
stationarity and inherent variability of brain signals, the user has to learn to reliably generate the
requested patterns by feedback training. For the best feedback effects, the three above mentioned
parameters (frequency range, EEG channel, threshold) need to be specifically selected for each
user.
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In this paper, the process and effect of long-term on-line feedback training on two healthy
subjects using the Brain Switch is reported. The EEG band power during experiments and the
results of threshold-based command detection were investigated by off-line analyses.

2 Methods

2.1 Subjects

Two able-bodied subjects (male, 23 and 24 years old) took part in the experiments, which con-
sisted of EEG screening and BCI feedback training sessions (experiments with additional subjects
are in progress). The study was reviewed and approved by the Ethics Committee on Clinical
Investigation, Graduate School of Engineering, Tohoku University.

2.2 Screening sessions

Screening sessions were used to collect EEG activity from subjects during cue-guided motor im-
agery and to set up the parameters for the feedback training. Thirty-two EEG channels were
recorded from Ag/AgCl electrodes placed over positions AFZ, FZ, F1, F2, F3, F4, FCZ, FC1,
FC2, FC3, FC4, FC5, FC6, CZ, C1, C2, C3, C4, C5, C6, CPZ, CP1, CP2, CP3, CP4, CP5,
CP6, PZ, P1, P2, P3, and P4 (reference and ground were left and right earlobe, respectively).
Additionally, 3 EOG channels and 4 bipolar EMG channels (left forearm, right forearm, left leg,
right leg) were recorded. The measured signals were bandpass-filtered between 0.5 and 100 Hz and
sampled at 250 Hz.

The subjects were sitting in a comfortable armchair in an electromagnetically shielded room
watching a computer screen from a distance of about 2 m. In each trial, a fixation cross was
displayed at time 0 s until the end of the trial at time 8 s. A short warning tone occurred at 2 s,
and one second later (3 s), an arrow pointing either to the left, right or down representing one of
three different motor imagery tasks (left hand, right hand, both feet, respectively) was displayed
for 1.25 s. The period between trials varied randomly between 5 and 6 s. The subjects were
instructed to perform the indicated motor imagery task up to time 8 s, while remaining relaxed
and avoiding any motion during performance. The number of trials in one run was 10 for each
limb (totally 30 trials per run), and three runs were conducted in one session. Within each run,
the order of the tasks was randomized.

Time-frequency ERS/ERD maps [5] of monopolar recordings and bipolar re-referenced channels
(pairs of nearest neighboring electrodes) were computed and visually inspected. The following
three conditions were selected for feedback experiments: motor imagery task (left hand, right
hand or both feet), single bipolar EEG channel (one pair of electrodes) and frequency band with
major ERS activity during motor imagery as a source of feedback information. These conditions
were chosen manually by experimenters, and if the target activity was weak and not significant, a
default frequency band (25–30 Hz) was adopted.

Screening sessions were recorded on the first and after every tenth feedback training session.
The identified conditions were fixed and the same conditions were used during the following 10
training sessions.

2.3 Training sessions

In feedback training sessions, the length of a bar graph, continuously presented on a computer
screen, was proportional to the power in the chosen frequency band. The subjects were requested
to extend the length of the bar graph by performing the selected motor imagery task. The band
power was estimated by bandpass filtering (Butterworth order 5) of the found EEG channel,
squaring the samples and averaging over the past 1 s period.

In each trial, a scale consisting of two lines appeared at time 0 s until 6 s. During the presence
of the scale, the subjects were instructed to perform the pre-defined motor imagery. The number
of trials in one run was 20, and three runs were conducted in one session. In addition, two
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asynchronous (self-paced) runs in which subjects were allowed to imagine at free will, were executed
at the beginning of each session (5 minutes per run).

After each session, time-frequency ERS/ERD maps were computed and an off-line Brain Switch
simulation was calculated to evaluate the effect of feedback training. A Brain Switch accepts a
command each time the power in the pre-defined band exceeds a threshold for a certain period
of time (dwell time [6]). After a detection, a refractory period follows with the aim to reduce the
same command a second time.

These parameters for command detection (threshold, dwell time, and refractory period) were
optimized by ROC analysis [6], and the command detection was simulated. If the band power
exceeded the threshold in the motor imagery period (time 0 s until 6 s) and it resulted the detection
of the first command in each trial, it was counted as a desired command detection (true positive),
otherwise detected command were treated as an unexpected one (false positive). The number
of true and false positives (NTP and NFP, respectively) were calculated and evaluated by the
simulation.

3 Results and discussion

Subject 1 and 2 participated in 50 and 40 training sessions within 6 and 7 months, respectively. All
the raw data to be analyzed and its power spectrum were carefully reviewed to avoid contamination
by EMG or other artifacts. The epoch data with excess artifacts or noise was excluded from further
analysis and simulation.

3.1 Initial conditions for feedback training

Data taken from the first screening session (day 1) was analyzed to determine the initial conditions
for feedback training. ERS with large magnitude was not observed at the beginning from both
subjects. In Subject 1, a weak ERS component was observed at 18–23 Hz on bipolar montage
CZ–C3 by motor imagery of right hand, and they were set as initial conditions for feedback. In
Subject 2, the initial conditions were set to: motor imagery of feet, CZ–FCZ and 25–30 Hz.

3.2 ERS changes during training sessions

The results of time-frequency analysis on training sessions in both subjects are shown in Figure 1.
In Subject 1, no significant ERS response was observed by motor imagery of right hand during

the first 10 training sessions. In the second screening session (day 12), ERS was induced by motor
imagery of feet at 25–35 Hz on bipolar montage CZ–FCZ. Then the condition for feedback training
was changed to feet, CZ–FCZ and 25–35 Hz from 11th training session (day 13).

It was observed that the frequency band of such narrow-band ERS during motor imagery
increased as training went on. The ERS elicited by motor imagery initially appeared at around
28–30 Hz in about 15th to 17th training session (Figure 1(b)). The frequency band gradually
increased to around 30 Hz and finally went up to about 35 Hz (Figure 1(h)). Due to such increase
of frequency band of target ERS, the frequency band for feedback was changed to 30–35 Hz, 32–
37 Hz from 21th, 49th session, respectively (limb for imagery and EEG channel location were fixed
from 11th session). It seemed that the change at 21th training session was quite effective for
feedback training.

In Subject 2, ERS on vertex at 30–35 Hz was observed during feet motor imagery on the first
few training sessions (Figure 1(i)). The observed ERS frequency band was 5 Hz higher than that
for feedback (25–30 Hz) which was initially set by the results on first screening session (day 1).
This ERS was gradually reduced during the first 10 training sessions, and such decrease of ERS
was supposed to occur because the frequency band used for feedback training was different from
that of the target ERS activation.

Based on the results of the second screening session (day 12), the frequency band for feedback
was changed to 25–35 Hz from 11th training session. From 11th training session, stronger ERS on
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(a) Sub.1, 1st session (b) Sub.1, 17th session (c) Sub.1, 21st session

(d) Sub.1, 30th session (e) Sub.1, 36th session (f) Sub.1, 42nd session

(g) Sub.1, 46th session (h) Sub.1, 50th session (i) Sub.2, 1st session

(j) Sub.2, 11th session (k) Sub.2, 15th session (l) Sub.2, 40th session

Figure 1: Result of time-frequency analysis of the data on training sessions on Subject 1 (a)–(h) and
Subject 2 (i)–(l). Only significant ERS and ERD responses from reference period (−1.5 . . .−0.5 s)
are shown. Source of analysis and object of motor imagery were: CZ–C3, right hand (a, b),
and CZ–FCZ, feet (c)–(l). Open dashed boxes denote ERS activities during motor imagery (time
0–6 s).

30–35 Hz appeared and the frequency band for feedback was finally changed and fixed to 30–35 Hz
from 15th training session.

3.3 Performance of command detection

The number of true positives and false positives on each training session are shown in Figure 2.
The three parameters for command detection were set by ROC analysis. As the total duration
of the resting state was much longer than that for the imagery state (6 s per trial), NFP was
corrected to that in the same duration of imagery state.
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(a) Subject 1

(b) Subject 2

Figure 2: Result of command detection on training sessions. Number of true and false posi-
tives (bop), frequency band for feedback training, task of motor imagery and frequency band
for command detection used (bottom) are shown. The number of trials in each training session
(i. e. possible maximum NTP) was 60.
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In Subject 1, NTP increased from the 21th training session, nevertheless the NFP did not
change. It was found from interviews after each training session that the subject sometimes had
a feeling that he could control the length of the bar graph displayed on a computer screen during
experiments. As there were no significant ERS responses for this subject before taking part in
this experiment, it was found that this subject gained the ability to generate ERS on motor area
voluntarily by motor imagery of feet.

In Subject 2, NTP decreased until the 10th training session. By the result of the second screen-
ing session (day 12) which was executed between 10th and 11th training sessions, the condition
on the frequency band was changed to 30–35 Hz from the 11th training session. From the 11th

training session, more NTP was obtained and was kept during the training session.
For this subject, the feedback training was executed regularly until 24th training session. But

due to his schedule, there were two long distances between 23rd and 24th, and 30th and 31st training
sessions (about 4 and 3 weeks, respectively). The performance of command detection deteriorated
by such a distance during training sessions for this subject.

4 Conclusion

In this study, the process and effect of long-term feedback training for BCI based on motor imagery
were investigated in two subjects. The information on band power in specific frequency bands was
presented to the subjects during training sessions as a feedback. From the result of one of the
subjects, such a feedback could enhance the band power in the same frequency band. It was
found that subjects where no EEG response related to motor imagery was observed initially could
acquire the ability to produce enhancement of EEG band power during motor imagery.

In this study, the conditions for feedback training (especially the target frequency band) were
chosen empirically by experimenters by taking the results of previous sessions into account. More-
over, the present training paradigm was rather boring for the subjects. The proposal of efficient
training strategies and protocols to boost the effects of feedback training is left for further studies.
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Abstract

In a novel protocol of a sensorimotor rhythm (SMR)-based brain-computer interface (BCI),
the so-called “scanning protocol”, the participant views a screen that shows four choices in
a linear array with one marked as the target. The four choices are highlighted in succession
for 2.5 s each. When a target is highlighted, the user could select it by modulating the
SMR. Participants trained for ten 30 min sessions over five weeks. The results demonstrated
that the frequency of correct selections was inversely related to the target position. The
reanalysis of the data of three participants showed that this effect can be led back to the
sequential selection of the target positions which results in a dependence of correct selections
of the target positions from each other. If the correct selections are calculated relatively to
how often the scan actually highlights the target, there is no difference in correct selections
between the first and the fourth target position anymore. The detailed analyses of the false
alarms showed that for each position the non-target box just before the target box was selected
most often. This result indicates that the reason for the false alarms is very likely a problem
of anticipation that causes the users to desynchronize the brain rhythms slightly too early no
matter which position is marked as target.

1 Introduction

A brain-computer interface (BCI) provides people with severe motor disabilities, such as amy-
otrophic lateral sclerosis (ALS), spinal cord injury or brainstem stroke, with a new non-muscular
channel for communication and control [1]. In this study, the brain’s electrophysiological signals
were recorded from the scalp with electroencephalography (EEG) and the users were asked to
control the task by modulation of mu (8–12 Hz) or beta (18–25 Hz) rhythms over sensorimotor
cortex (i. e. sensorimotor rhythms (SMR)) [2, 3]. Previous studies showed that participants were
able to do so and to achieve control of a computer cursor in order to select targets at the edge of
the screen [4, 5, 6]. Recently, a novel protocol of a SMR-based selection task was implemented that
allowed users to select multiple alternatives by modulating a single EEG feature [7]. The work
showed that the so-called “scanning protocol” could be useful and effective but still faces some
problems. The main issue was the impact of the target positions. So the aim of this study was to
analyze the problem of sequential selection and the resulting dependence of the target positions
more detailed. For these analyses the data of the 8th, 9th and 10th session of three participants
who achieved significant control of the scanning protocol was taken.
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Figure 1: Scanning protocol.

2 Methods

2.1 Scanning protocol

The used four-choice one-dimensional scanning protocol is illustrated in Figure 1. At 0 s, four
square-box choices were presented on the screen. The target appeared in red (black in Figure 1A)
and the non-targets appeared in blue (white in Figure 1A). At 1 s, the scan started at the left
edge of the screen and successively highlighted each choice in yellow (striped in Figure 1B) for
2.5 s. The scanning sequence was repeated without pause until a selection was made or until the
time-out occurred after 30 s (i. e. after a total of three full scans). The participants were instructed
to relax while the scan advanced automatically and to make their selection by motor imagery when
the target choice was highlighted (Figure 1C). If the selection was correct, the target turned green
(checkerboard pattern in Figure 1D) for 1 s while the other choices disappeared and a “hit” was
registered. If a choice other than the target was selected, the screen immediately turned blank for
1 s and a “false alarm” was registered. The 1 s disappearance of the other choices after a “hit” or
the blanking of the screen after a “false alarm” provided post-trial feedback to the user. One time
passing a target without its being selected was counted as a “miss” and three full scans of the
four choices without a selection being made (30 s total time) was called “time out”. The screen
remained blank for 1.5 s (Figure 1E) before the start of the next trial (Figure 1F). Each session
contained eight three-minute runs (containing 7–29 trials) with one-minute breaks in between.

2.2 Participants

For this study, the data of three näıve users (ages 39–61, 2 women and 1 man), who achieved
control within ten sessions, was taken from the original sample of 10 näıve participants. Each
user participated in one screening and ten 30 minutes sessions of the scanning protocol. The
participants performed the task on average twice a week over a period of 4–6 weeks. All gave
informed consent for the study, which had been reviewed and approved by the New York State
Department of Health Institutional Review Board.

2.3 Procedure and EEG recordings

First, each of the participants performed the standard BCI screening [2]. The users sat back in
a reclining chair facing a 38 × 28 cm monitor at a distance of 2 m, and wore an elastic electrode
cap seeded with tin scalp electrodes in the 64 positions standard for EEG recording according to
the modified 10–20 system [8]. The data was referred to the right earlobe, grounded at the right
mastoid, filtered (0.1–50 Hz), amplified (20.000 times) and digitized (160 Hz). While EEG was
recorded, the users were asked to perform several motor actions or to imagine performing them.
Based on the analysis of this screening, the centrally located electrode position over sensorimotor
cortex and the frequency band between 8 and 28 Hz with the highest r2 (Pearson’s correlation
between the amplitude of the EEG signal at the feature and the class information whether the
stimuli was or was not the target choice) was determined as the feature for the online control of
the following ten sessions of the scanning protocol.
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Figure 2: Percentage of correct selections relatively to how often the box was marked as target.

2.4 Signal processing and data analyses

The task was implemented in the BCI2000 software platform [9], and all recorded data were stored
for offline analysis. Online, one selected channel over sensorimotor cortex was filtered with a large
Laplacian spatial filter [10]. Every 50 ms, the most recent 400 ms segment from each channel was
analyzed by a 16th-order autoregressive model (MEM) to determine the amplitude in a 3 Hz-wide
mu or beta frequency band. The used feature locations and center frequencies of the features of
these three users in their last three sessions were CP3 and 16 Hz, CP4 and 15 Hz and C1 and
25 Hz.
The selection was based on one feature varying among users and across sessions. The selection
was made by reduction in feature amplitude. A selection was determined by whether feature
amplitude was under a proportion of the threshold. This threshold was defined as the average of
the feature amplitudes for the last three 2.5 s periods of each target position in which a choice was
highlighted. In this study, the proportion was 0.9 in the first and 0.8 in the subsequent sessions
for all participants regardless of their performance.

3 Results

These results were based on the data of the last three sessions (8th to 10th session) of three par-
ticipants (A, C and D) who achieved control in the scanning protocol. First, the percentage of
correct selections (%) for each target position was calculated as the ratio between the number of
correct selections of a target position achieved by the users and the total number of how often this
position was marked as target. In general, the frequency of correct selection was inversely related
to the target position. This means that the first target position (farthest to the left of the screen)
was selected most often, whereas the last target position (farthest to the right of the screen) was
selected least often (see [7]). Individual analyses of the data showed that there were some excep-
tions: User A selected the fourth target position in three out of the ten sessions approximately
as often as the first one correctly (within a range of 5 percentage points) and user C selected the
fourth target position even slightly more often (1 percentage point difference) than the first one in
one session. Figure 2 shows that the three participants selected on average the first target position
with an accuracy of 92 %, the second with an accuracy of 79 %, the third with an accuracy of 74 %
and the fourth with an accuracy of 57 % in their last three sessions.
However, these results do not take the unequal a priori probabilities of the different target posi-

tions into account. To select the first target position correctly, just one correct selection is required,
whereas for the fourth target position, four correct selections are required, because the scan has
to pass the first three non-target boxes correctly before a selection of the fourth target position
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Figure 3: Percentage of correct selections relatively to how often the scan highlights the target
position.

gets possible. So the correct selection of one target position can not be seen independent from
the others. Therefore, the correct selections were additionally calculated as the ratio between the
number of correct selections (%) of a target position achieved by the users and the total number
of how often the scan actually highlighted this target position. Relatively to how often the scan
actually highlighted the target, the participants selected the first target with an accuracy of 83 %,
the second and third with an accuracy of 75 % and the fourth with an accuracy of 81 % (Figure 3).

Each position was marked as target on average 32–34 times per session. Of these about 132
possible correct selections per session, the participants made on average about 31 false alarms and
27 misses. Generally, the further the target position was to the right, the less often the target
position was actually highlighted and the more false alarms were made. However, the scan passed
all three non-target positions and highlighted the fourth target position about 23 times on average
in one session and got selected correctly then about 19 times. Furthermore, the fourth target
position was missed least often in comparison with the other target positions. That shows that
performance was clearly above chance level for all target positions [11].
The detailed analyses of the false alarms showed that for each target position the non-target box
just before the target box was selected most often (Figure 4). The number of false alarms was not
distributed randomly upon the first, the second and the third position when the fourth box was
marked as the target, for example, but more false alarms were made on the third position than on
the other two non-target positions. Even if the first box was the target, slightly more false alarms
were made on the fourth position. Thus the first target was missed at the beginning and after
the fourth position the scan would have highlighted the first position again and a selection of the
target would have been possible again.

4 Discussion

The target position had a considerable influence on performance. Although the individual analyses
showed that in some few cases the target positions were selected correctly equally often (which
can be seen as proof that it is practically possible for the users to select the fourth target position
as often as the first one), generally the first target position was selected most often, whereas the
last target position was selected least often (see [7]). This effect can be led back to the sequential
selection of the target position which results in a dependence of correct selections between the
target positions. If the correct selections are calculated relatively to how often the scan actually
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Figure 4: Mean number per user and session of false alarms per each position

highlighted the target, there is no difference between the first and the fourth target position
anymore. The problem is that the scan did not always reach the last position due to early false
alarms, whereas the first was always highlighted.
The performance of these three users in their 8th to 10th session was clearly above chance level
for all target positions [11]. They achieved very good control, made about as many false alarms
as misses and the scan came in 71 % to the last box position if it was marked as target.
The non-target box just before the target was selected erroneously more often than the other non-
target boxes. This result suggests that the false alarms were not the result of random selections
but demonstrate a certain level of control. Even if the first box was the target, slightly more
false alarms were made on the fourth position. This indicates that the reason for the false alarms
might not be that users found it hard to relax long enough and wait for the scan to pass the
non-target boxes, but a problem of anticipation that causes the users to desynchronize slightly
too early [12]. Of course, these results have to be interpreted carefully due to a small number of
cases and this effect might not be seen in the first sessions of participants or in users who did not
achieve sufficient control, because they were mainly selecting only the first position. However, one
solution could be to take only the first second of the 2.5 s selection window into account for the
decision if a selection is made or not for online control instead of the mean value of the whole
2.5 s. This suggestion is based on the analyses of the 2.5 s selection window that showed that
the amplitudes at the feature of a user during a target box were most distinguishable from these
during a non-target box (e. g. the highest r2 was displayed) in the period between 0.4 to 0.8 s
after stimuli onset (see [7]); replicated on these three sessions of these three participants as well).
Further studies could implement this suggestion and try to decrease the number of false alarms due
to the too early start of desynchronization of brain rhythms for the next position. Another very
important aspect concerns the training of the participants. A pre-training to prepare the users
with the ability to make a difference between relaxation and selection before they are confronted
with a complex task might be useful.
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5 Conclusion

The sensorimotor rhythm-based scanning protocol might become a promising option for a BCI
communication for people with severe motor disabilities. Therefore further studies should address
to the problem of sequential selection and the resulting dependence of the target positions.
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Abstract

A necessary step in the data processing of a BCI is to extract temporal segments of the
EEG data which contain the desired information, and preferably only that information. In
most BCIs, the time boundaries of these segments are determined by some form of data-driven
optimization, e. g. via automated parameter search, or ad hoc by experience. Though, it is
known that data-driven parameter optimization suffers from a heightened risk of overfitting
on the training data, e. g. coincidential noise patterns or training conditions. The worst case
in this respect, and also the most commonly used, is when the optimization criterion is the
actual discrimination performance of the classifier being trained. Therefore, our goal was
to find a different subject-specific criterion for the determination of EEG time boundaries,
orthogonal to classifier performance. We have identified aspects of the mental information
processing of presented stimuli, particularly the timing of the event-related N400 component,
as a possible source for such a heuristic. This potential, known to indicate the processing
of linguistic stimuli, allows for the temporal delimitation of the preparation and execution of
the class-specific task against the stimulus processing. This makes the approach immediately
applicable in the stimulus-driven BCI calibration phase, but potentially for online phases in
synchronous BCIs, too. Another benefit of this method is that it is unlikely to waste valuable
information directly following the stimulus processing, by the choice of the time boundary.
A preliminary offline study with 9 subjects, instructed to perform imagined movements, was
carried out. In this, we could show that the presented method leads to classification error
rates which are well contained in the expected range of error rates of that paradigm. This
suggest that our method does not obviously affect the BCI performance in a negative way
and is in fact practically applicable.

1 Introduction

A major goal of Brain-Computer Interface (BCI) research is the robust discrimination of electroen-
cephalogram (EEG) patterns correlated to different mental states. The application of ideas from
statistical machine learning to this problem has proven to be very practical for efficient online con-
trol via EEG signals, especially for naive subjects [1]. Nevertheless, the machine learning approach
suffers from the problem of overfitting on the training data, typically coincidential noise patterns
or conditions. This behaviour effectively degrades the possible online BCI performance. Based
on experience, several common techniques do increase the danger of overfitting, most of them
involving the data-driven optimization of one or more meta-parameters, subject to classification
performance. According to machine learning theory [2], this effect can be mitigated by optimizing
parameters based on different criteria instead, which are less directly related to discriminability, a
popular application being crossvalidation (CV) guided parameter search. Still, the scope of that
method is limited since its goal remains to be the classification performance, just in a different part
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of the training data. For example, learning on experimental conditions which just coincidentially
but consistently improve the classification performance in the training set cannot be avoided by
CV.
One such classification parameter which must be determined in almost every BCI application is
the temporal location of the EEG segments which contain the desired information. The classical
approach of determining this parameter is to either optimize it in a data-driven way, or to specify
it ad hoc based on experience. In the latter case, in stimulus-driven BCIs, it is typically set to be
several hundred miliseconds past the stimulus presentation.
The focus of this paper is therefore to find a different criterion based on which this parameter
– the beginning of the discriminative EEG segment – can be determined. We found the human
information processing of presented stimuli to be applicable for this challenge. The N400 com-
ponent, which is correlated to the processing of linguistic stimuli, can be used to infer the time
at which the stimulus processing is finished (see Section 1.1 for more details). Consequently, this
time is also the best conservative estimate for the beginning of the subsequent task execution, and
thus of the EEG segment of interest.
As an example application for our method, we considered the BCI calibration phase, which usually
relies on stimulus-based instructions. Two different experimental sessions have been carried out.
The first to find out whether typical BCI training stimuli are in fact able to induce stimulus pro-
cessing ERPs, and to identify ERP components which best represent the completion of stimulus
processing. In the second experiment, the new method was applied to the classical paradigm of
training on imagined movements. Here we used SpecCSP/LDA [3] as a representative feature ex-
tractor/classifier in order to assess the quality of the windows which are estimated by our heuristic.
See Section 2.1 for details.

1.1 Neurophysiological background

It is well known that aspects of the human information processing can be examined by means
of event-related potentials (ERPs). These potentials not only reflect direct brain activity with a
latency and precision in the range of milliseconds, but also allow for a qualitative discrimination
of various stimulus-related cognitive processes. Consequently, a suitable choice of stimuli may
induce ERPs indicative of information processing. In particular, the ERP N400 is assumed to be
correlated to the processing of linguistic stimuli. This ERP is a negative polarity component whose
maximum amplitude is found over the centro-parietal cortex. It usually begins at around 250 ms
after the presentation of the stimulus and reaches its maximum amplitude at around 400 ms.
Further studies in this field revealed that the processing of any type of semantic information is
accompanied by an N400 [4, 5, 6]. In the context of language comprehension, another hot topic
of ERP components is the P600. Following the N400, this positive polarity ERP component with
maximum amplitude at around 600 ms relative to the stimulus can be observed in linguistic ERP
experiments. Such waveforms were reported in association with syntactic anomalies and ambi-
guities [7, 8]. It can be assumed that the brain distinguishes between semantic and syntactic
representation and processes.
The literature also suggests that the process of normal language comprehension may rely on at
least two complementary neural processing streams: a semantic memory-based mechanism, and
a combinatorial mechanism that identifies the structure of a sentence [9]. Consequently, both
components might be useful to some degree for temporally separating the instruction comprehen-
sion from the task performance, and it has to be determined which of them is best suited for our
approach.
Although both amplitude and latency of the P600 component depend on the processing of lin-
guistic stimuli, other studies have shown that the basal ganglia – intricately involved in the task
execution – seem to play a crucial role in the modulation of the P600 [10], an indication that its
interpretation with respect to the stimulus processing and task execution is not yet sufficiently
understood.
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2 Methods

Current BCIs allow for control over devices by discriminating, or classifying, different mental
states. These states could be intentional thoughts like e. g. movement imagination, mathematical
calculations or mental rotations, as in active BCIs (see [11] for a definition). Both of our experi-
ments were cases of typical BCI calibration phases for active BCIs, in which a series of stimuli is
presented to the subject in randomized order. In these, the subject is instructed to immediately
carry out the task indicated by the type of the stimulus. This phase is crucial for machine learning
based BCIs, since in it, the training data for building the classification model is collected.

2.1 Experimental designs

2.1.1 Preliminary ERP experiment – executed movements

In a preliminary ERP experiment with one subject, a suitable kind of stimulus presentation was
identified. The brain activity was recorded with 32 Ag/AgCl impedance-optimized electrodes
(ActiCap, Brain Products), referenced to the nasion, sampled at 1000 Hz and wide-band filtered.
Electromyogram (EMG) was recorded from both forearms. No data was rejected due to artifacts.
The task was to move upper limbs according to a preceding instruction, which was drawn from
one of the investigated stimulus sets {‘Left’, ‘Right’} and {‘L’, ‘R’}. In both cases the instruction
was to close the appropriate fist. At this stage we analyzed the EEG data of subject A for the
selection of a set of linguistic stimuli suitable for ERP induction. Also, the temporal relation of
the P600 component to the movement execution was to be explored based on this data. Another
focus of this experiment was to infer the duration of the movement executions according to the
EMG channels, as a preparation to the subsequent imagined movement experiments.

2.1.2 ERD experiments – imagined movements

In the following experiments we collected EEG data from “classical” BCI calibration phases – the
instructed imagination of left and right upper limb movements [12]. These were used to apply our
parameter estimation method in a subsequent offline analysis. Nine healthy subjects took part
in the EEG measurement, which consisted of three blocks, separated by a d2 test and a pause of
several minutes each. In each block, a different kind of movement imaginations was to be performed
to capture much of the spectrum of possible imaginations. The chosen types of imaginations were
closing the left/right fist, moving the left/right thumb and bending the left/right arm. A block
was structured as a randomized sequence of trials, each lasting for 4 seconds, with stimuli chosen
from the set {‘L’, ‘R’, ‘X’}. ‘L’ and ‘R’ prompted for the appropriate movement imagination, while
‘X’ allowed for relaxation. In each block there were 45 trials per class (i. e. 45× 3). Furthermore,
subjects performed 15 trials of physically executed movements in the beginning of each block, in
order to facilitate the subsequent imaginations.
The brain activity was recorded using 59 Ag/AgCl electrodes (reference to the nasion) in an
extended 10–20 system sampled at 1000 Hz with a band-pass filter going from 0.05 to 200 Hz.
Additionally, EMG was recorded from both forearms and thumbs as well as the horizontal and
vertical electrooculogram (EOG). The EMG channels were used to monitor for physical limb
movements that could correlate with the mental task, and thus influence the EEG signals in this
part. Though, again, no trials had to be rejected due to artifacts.
Based on this data we applied the well-known SpecCSP classifier [3], in order to assess the quality
of our window estimation. SpecCSP is a recent variant of the known Common Spatial Patterns
(CSP) feature extractor [13]. It pinpoints relevant oscillatory features in time, space and frequency
and has only two free scalar parameters: the beginning of the class-specific time window and the
window length.
The beginning of the time window was estimated according to the proposed method, specifically by
averaging the subject’s ERP over Cz relative to the stimulus presentation, applying a [0.1–15] Hz
band-pass filter, and taking the time of the minimum amplitude in the interval of [250–450] ms as
the value of interest.
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The duration of the movement was set to be 1.75 times the duration of an executed movement,
as measured in the first experiment. LDA was chosen as the classifier for SpecCSP, as this was
shown to be effective on this type of features [3]. Also, the data that was fed into SpecCSP was
subsampled to 200 Hz for efficiency reasons.

3 Results

3.1 Preliminary ERP experiment - execution of movements

Figure 1 shows the averaged EEG signal over 270 trials of the preliminary experiment (subject A)
at the electrode Cz, superimposed with the left EMG channel. Note that negative voltages are
plotted above the zero line. Stimuli were presented as words, though a very similar figure can be
derived from the other condition (single-letter stimuli). Clearly pronounced and detectable N400
and P600 peaks are visible in the ERP. It is interesting to note that the EMG onset (dashed line)
begins at the same time as the P600 component peak. Also, it has to be noted that the N400
appears relatively early, at 340 ms after the stimulus presentation.

[µV] [mV]

Figure 1: Subject A: Average (270 trials) of the N400 effect elicited by target words, followed by
the execution of upper limb movements at electrode Cz and the corresponding EMG signal [L]
(preliminary ERP experiment).

3.2 ERD experiments - imagination of movements

To define the time point where the subjects began to perform the imagination of movements, the
ERP peak locations were determined from each subject’s averaged EEG data. For seven out of
nine subjects, a negative and positive component around 320 ms and 470 ms, respectively, were
found. A standard deviation of 97 ms in the latency of the N400 components across subjects was
measured. For two subjects, no clear peaks could be found by averaging. Table 1 shows the
leave-one-out cross-validation test error rate for all remaining seven subjects. The mean error rate
is 22.49 %.
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Subject loo-cross-validation test error Imagined movement
1 33.00 % thumb
2 24.44 % arm
3 20 % arm
4 16.67 % arm
5 28.89 % thumb
6 24.44 % fist
7 10 % fist
Average 22.49 %

Table 1: Leave-one-out cross-validation test error for SpecCSP and estimated epochs by N400
(peak) and a duration of less than the double of a corresponding executed movement.

4 Discussion

The early appearance of the observed N400 peak (Figure 1) can in part be explained by over-
learning the given semantic stimuli. The EMG onset shows that the movement execution starts
after the N400 and directly after the P600 component peak. Consequently, the movement prepa-
ration phase must be overlapped with the P600 component, as we anticipated. This underpins
the decision to estimate the ending of the stimulus processing phase directly at the N400 peak.
Since the ERP is also clearly pronounced, this component is a viable basis for the separation of
stimulus processing from movement preparation and execution or imagination.
The fact that the classification results are very well contained in the expected range for SpecCSP
on imagined movemements backs up the theoretical claim that the method should be sane and
shows that it is also practically applicable. From a machine learning standpoint, this method has
the inherent benefit that it only takes information into account which is in some way orthogonal to
that embedded in the discriminative features, and is therefore thought to be less prone to classifier
overfitting. A practical example for the possible benefits of this method in e. g. the calibration
phase of an asynchronous BCI is that it can help to train only on the relevant features – in par-
ticular, it can help to prevent feeding uncorrelated or even falsely correlated information from the
stimulus processing, such as stimulus-evoked visual potentials, into the training function. And on
the other hand, valuable information following the stimulus processing is retained, a guarantee
that cannot be provided by the ad-hoc approach. In fact, the high variance of stimulus processing
duration across subjects shows that no a priori window can be optimally suited for all subjects.
Another, totally unrelated benefit compared to the CV-guided optimization method is its relative
computational simplicitly, which can save costly time in the critical machine training phase.

5 Conclusion

The presented idea allows for estimating the beginning of movement imagination within a stan-
dard BCI calibration session using a heuristic model. We believe that this approach provides
a substantial improvement with respect to overfitting. Furthermore, this heuristic has a lot of
potential for an automated estimation of designated time windows in the context of BCIs.
The next step will be an extensive comparison to the most prevalent contemporary window estima-
tion procedures, potentially in an online setting, in order to ultimately measure the effectiveness
of our method compared to established practices. The results from the calibration example can
then in principle be carried over to synchronous BCI applications, except that in these cases the
stimuli do not encode the actual type of the following task, but instead just mark its beginning.
Another interesting future direction is to use the results the other way round, and instead identify
the time window of the stimulus processing, in order to supplement BCIs based on such features,
e. g. passive BCIs [11].
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Abstract

The present study has been carried out by graduate students of the Berlin Institute of
Technology. After attending an introductory lecture about Brain-Computer Interfaces (BCI)
in the department of Human-Machine Systems the task was to develop a BCI experiment to
gain hands-on experience. It has been decided to develop an experimental design concerning
the observation of human motion. It is a well-known phenomenon that motor imagery causes
desynchronization of the µ-rhythm. This phenomenon has been used in the BCI context
to develop a new communication and control modality for individuals with severe motor
deficits. According to Neuper et al. and Hammon et al. desynchronization of the µ-rhythm
can be enhanced when motor imagery and movement observation are combined. In the
experiment presented here it was tested, if movement observation alone leads to µ-rhythm
desynchronization that is detectable on a single trial basis. For averaged trials this has been
shown by Ulloa and Pineda. They showed that desynchronization of the µ-rhythm is stronger
during the observation of feasible and meaningful human motion than during the observation
of unfeasible and useless human motion. In the presented study this difference has been
classified using point-light human animations versus scrambled versions of these animations
as stimuli. Although this is work in progress, preliminary results for three subjects indicate
that it is possible to detect the observation of point-light human motion on a single trial basis.

1 Introduction

It has been shown that the µ-rhythm in the alpha-band (7–13 Hz) over the sensorimotor cortex is
modulated by execution, imagination and observation of movements [1]. In the BCI context motor
imagery is commonly used to discriminate different imagined movements that lead to lateralized
modulations of the µ-rhythm [2]. Neuper et al. [3] as well as Hammon et al. [4] have shown that
motor imagery combined with the observation of movement leads to better classification rates in
BCI experiments than solely motor imagery. Furthermore there is evidence that the observation of
movement leads to modulations of the µ-rhythm [5]. The idea of the experiment that is presented
here was to combine the above mentioned findings and to test if µ-rhythm modulations that are
based on the observation of movements are detectable on a single trial basis.
To realize this idea point-light videos were used. A couple of studies deal with the question up to
what degree human motion can be defamiliarized so that it is still recognized as a feasible human
motion. A detailed review of these studies can be found in Blake and Shiffrar [6].
It has been discovered that point-light videos showing human motion can be identified correctly
even under hard conditions [6]. Section 2.4 provides further information about point-light videos.
The common assumption is that due to the lack of additional information about the shape of the
moving persons, the bare movement has a huge effect in the perception of these videos.
Studies involving point-light animations usually use scrambled defamiliarized versions of those an-
imations that provide the same amount and the same kind of information, but are not recognized
as feasible human motions.
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Grossman et al. [7] investigated that disturbance of the spatio-temporal coherences of dots makes
it most difficult to identify human motion. According to Pavlova [8] rotations between 180 and
±90 degrees makes it even harder. These empiric findings were used as a base for the creation of
the point-light animations in the presented experiment.
In an fMRI study Saygin et al. [9] discovered that activity in sensorimotor areas of the prefrontal
cortex can be found during the observation of normal human motion and during the observa-
tions of point-light human motion as well. They also compared point-light videos showing natural
movements to scrambled versions of the same movements (cp. 2.4). They discovered lateral and
inferio-temoral areas that are more responsive to point-light videos showing natural movements
than to scrambled versions of those.
Ulloa et al. [5] presented five point-light videos based on those of Saygin et al. to subjects of an
EEG study. Two of them showed normal human motion, while two showed scrambled versions of
these movements and one showed white noise as the baseline (cp. 2.4). They examined modula-
tions of the µ-rhythm while subjects were observing these videos. Their results revealed a strong
desynchronization of the µ-rhythm during the observation of the point-light videos that showed
normal human motion and a much lower desynchronization for scrambled versions of these videos.
In the present experiment it was tested if the findings of Ulloa et al. [5] could be transferred to
a BCI experiment, meaning that the observation of human motion can be discriminated from a
scrambled version of this human motion on a single trial basis.

2 Methods

2.1 Subjects

The experiment was carried out with three subjects (two female and one male). The age of the
subjects was between 29 and 38 years. Two of the subjects were students of the Berlin Institute of
Technology and knew about the hypothesis. All subjects were paid 20 euros for their participation
in the experiment.

2.2 Experimental setup

The experiment took place in the EEG laboratory of the Berlin Institute of Technology. Subjects
were placed in a sound insulating cabinet to avoid background noise. They viewed the point-light
animations on a projection screen that was placed approximately 80 cm in front of their main field
of view. The animations consisted of three different conditions that appeared in random order.
Detailed information about the stimuli can be found in Section 2.4. The animations were shown
for three seconds and the inter-stimulus interval lasted five seconds. In total, subjects viewed 80
animations for each condition in blocks of 5 minutes. The three different conditions appeared in
randomized order. In between these blocks there were short breaks that could be aborted any
time the subject was feeling ready to continue. In order to keep the subjects motivated, target
stimuli have been introduced. While the dots of the point-light animations usually were yellow,
their color was changed to green for 10 % of all stimuli after 0.0, 0.5, 1.0, 1.5, 2.0 and 2.5 seconds
after stimulus onset respectively. The target stimulus appeared for half a second. The subjects
had been instructed to press a button (SPACE of a standard keyboard) as quickly as possible after
the target had been discovered. Since this target stimulus was only for motivational purposes all
trials containing the target were removed before classification.

2.3 Materials

EEG data was recorded from 32 scalp electrodes, which have been placed on a standard 10/20 cap
with 128 positions focusing the motor cortex. The Acticap system of the company Brainproducts
was used. Additionally horizontal and vertical eye movements were recorded with two bipolar
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electrodes. Furthermore arm movements were recorded from both arms with two additional bipolar
electrodes (EMG). All EEG data was recorded with the Brain Vision Recorder.

2.4 Stimuli

Videos showing point-light animated figures have been used as visual stimuli. Point-light fig-
ures are common visual stimuli showing distinct positions of joints of the human skeleton that
have been used for several experiments concerning the presentation of movements (cp. Saygin et
al. (2004) [9], Blake and Shiffrar (2007) [6] and Ulloa and Pineda (2007) [5]).
The motion capturing data used for the presented study was taken from the CMU Graphics Lab
Motion Capturing Database of the Carnegie Mellon University that can be found on the internet.1

Three conditions can be differentiated (‘Running Condition’, ‘Scrambled Condition’ and ‘Noise
Condition’). The first condition, which stood for the feasible human motion showed an animated
point-light figure running.

Figure 1: Example of three frames of the point-light animations for the ‘Running Condition’.

The second condition was based on the same movement data as the first condition. However the
initial positions of the dots were randomized as well as their direction of movement was changed,
i. e. the x- and y-components of the positions of randomly selected positions were swapped.

Figure 2: Example of three frames of the point-light animations for the ‘Scrambled Condition’.

The third condition, which was used as a control condition showed Gaussian noise. Since every
two frames of this animated Gaussian noise were pairwise independent, a discontinuous animation
arose, which led to a ‘flickering’ subjective visual impression, that was completely different from the
other two conditions. In order to compensate this ‘flickering’, the number of dots was dynamically

1http://mocap.cs.cmu.edu/

170

4th Int. BCI Workshop & Training Course 2008



 

 

 

altered from at least one up to a maximum of eleven dots per figure. Furthermore the number of
frames per second for these animations was 15, i. e. half of the number of frames per second for
the other two conditions. Thus, the general subjective visual impression has been brought much
more in line with the other conditions. Examples of pictures of the point-light animations used
are shown in Figure 1, 2 and 3.

Figure 3: Example of three frames of the point-light animations for the ‘Noise Condition’.

2.5 Data analysis

Analysis of the data was carried out with the PhyPA Toolbox2 in MATLAB. In a preprocessing
step the data was reduced to epochs of 3 seconds. Starting point of each epoch was the marker po-
sition that was set when a point-light sequence appeared on the screen. Furthermore the data was
filtered to a frequency spectrum of 7–30 Hz using an FFT-bandpass filter. Epochs were weighted
with a Gaussian window function so that the data in the center of each epoch became most rele-
vant for classification.
After preprocessing of the data the ‘Running Condition’ was tested against the ‘Scrambled Con-
dition’ and against the ‘White Noise Condition’ for separability. To maximize the discriminable
information between conditions the Spec-CSP algorithm by Tomioka et al. [10] was used. The
algorithm is an extension of the CSP algorithm by Ramoser et al. [11]. Spec-CSP is a spatio-
temporal filter that maximizes the difference of the variance between classes. Until now it has
mainly been used to discriminate lateralized ERD/ERS. Nevertheless the algorithm can be ap-
plied to other phenomena as well. In the next step we defined a linear classifier based on linear
discriminant analysis (LDA) that was validated on the data. The method of validation that was
used was a leave-one-out crossvalidation. A search for optimal parameters was included in the
procedure. The parameters included in this search were the time frame and the number of pattern
pairs generated by the Spec-CSP algorithm3. Examples for the spatio-temporal filtering of the
Spec-CSP algorithm are shown in Figure 4. Three different time frames were tested and three
different combinations of pattern pairs.

3 Results

The ‘Running Condition’ was tested against the ‘Scrambled Condition’. The mean classification
error was 29.63 (standard deviation 1.45). The classification error for subject 1 was 31.25 %. The
optimal parameters for subject 1 were a timeframe of 0.5–2.5 seconds and two pairs of Spec-
CSP patterns. The classification error for subject 2 was 29.17 %. Optimal parameters for this
subject were a timeframe of 0.5–2.5 seconds and two pairs of Spec-CSP patterns. For subject 3
the classification error was 28.47 %. Optimal parameters were a timeframe of 0.8–2.2 seconds and

2The PhyPA Toolbox was developed by Christian Kothe and Thorsten Zander at the Berlin Institute of Tech-
nology. It consists of various functions that support data analysis in the BCI context.

3Detailed information about how the patterns were generated can be found in Tomioka et al. [10]
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Figure 4: Spatial and temporal filters for subject 1 (left), subject 2 (middle) and subject 3 (right)
computed by Spec-CSP. Both, the spatial and the temporal filters are weighting factors and
therefore unit-less. Upper row: ‘Running Condition’. Lower row: ‘Scrambled Condition’.

three pairs of Spec-CSP patterns. The patterns of subject 2 are shown in Figure 4.
The ‘Running Condition’ was also tested against the ‘White Noise Condition’. For these two
classes the results are not clear-cut. The classification errors were 38.62 % for subject 1, 35.41 %
for subject 2 and 47.22 % for subject 3.

4 Discussion

First results indicate that the ‘Running Condition’ and the ‘Scrambled Condition’ are separable by
our BCI system. Clearly a larger number of subjects is needed to further validate these findings. In
most of the patterns electrodes over sensorimotor areas are highly weighted. Especially the results
of subject 2 are clear-cut. This indicates that a desynchronisation of the µ-rhythm might be
involved in the classification process. Furthermore frequencies in the alpha- and in the beta-band
are highly weighted. Since the µ-rhythm consists of these two frequency-bands, this weighting
further enhances the assumption that a modulation of the µ-rhythm is involved in classification.
The ‘Running Condition’ and the ‘White Noise Condition’ were separable for two of the three
subjects, but the Spec-CSP patterns for this classification were less clearly distributed than those
of the first classification.

5 Conclusion

The results of the presented experiment are in line with other findings which have shown that
the observation of human motion evokes a desynchronisation of the µ-rhythm [5]. Furthermore
it has been shown that the observation of feasible human motion causes different modulations
over sensorimotor areas than the observation of motion that is not feasible [5]. In the presented
experiment these findings were advanced by showing that it is possible to detect this difference on
a single trial basis. An experiment with a suitable number of subjects is going to be carried out
during the next two months.
The subjects in this experiment were not instructed to imagine the human motion they were ob-
serving. This indicates that the observation of human motion per se is dectectable on a single-trial
basis. Whether the classification is based on modulations of the µ-rhythm has to be verified with a
band power analysis that has not been carried out yet. Nevertheless the highly weighted electrodes
over sensorimotor areas, as well as the highly weighted alpha and beta frequency-bands strongly
indicate that the classification is based on modulations of the µ-rhythm.
In contrast to the study of Hammon et al. [4] the observation of human motion is not used to
further enhance classification rates of a BCI system that is based on motor imagery. The single
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trial detection of an observed human motion could be used in a so called passive BCI system.
Such a system is designed to extract information of the subject’s brain activity, without the need
of any intended action by the subject. Possible applications for passive BCI systems are currently
being researched in Team PhyPA at the Berlin Institute of Technology.
Although this study is work in progress and our results are preliminary, we can conclude that
it seems to be possible to distinguish between feasible and non-feasible movements. We can not
assume to have based our classification on the µ-rhythm only. There are wide inter individual
differences in classifiability as well as in the patterns of the topo plots.

References

[1] J. A. Pineda. The functional significance of mu rhythms: Translating “seeing” and “hearing”
into “doing”. Brain Res. Rev., 50:57–68, 2005.

[2] J. R. Wolpaw, D. J. McFarland, G. W. Neat, and C. A. Forneris. An EEG-based brain-
computer interface for cursor control. Electroencephalogr. Clin. Neurophysiol., 78:252–9, 1991.

[3] C. Neuper, R. Scherer, M. Reiner, and G. Pfurtscheller. Imagery of motor actions: differential
effects of kinesthetic and visual-motor mode of imagery in single-trial EEG. Brain Res. Cogn.
Brain Res., 25:668–77, 2005.

[4] P. S. Hammon, J. A. Pineda, and V. R. de Sa. Viewing motion animations during motor
imagery: effects on motor imagery. In G. R. Mueller-Putz, C. Brunner, R. Leeb, R. Scherer,
A. Schloegl, S. Wriessneggger, and G. Pfurtscheller, editors, Proc. 3rd Int. BCI Workshop
and Training Course 2006, pages 62–63, 2006.

[5] E. R. Ulloa and J. A. Pineda. Recognition of point-light biological motion: Mu rhythms and
mirror neuron activity. Behav. Brain Res., 183:188–194, 2007.

[6] R. Blake and M. Shiffrar. Perception of human motion. Annu. Rev. Psychol., 58:47–73, 2007.

[7] E. D. Grossman and R. Blake. Perception of coherent motion, biological motion and form-
from-motion under dim-light conditions. Vision Res., 39:3721–3727, 1999.

[8] M. Pavlova and A. Sokolov. Orientation specificity in biological motion perception. Percept.
Psychophys., 62(5):889–899, 2000.

[9] A. P. Saygin, S. M. Wilson, D. J. Hagler Jr, E. Bates, and M. I. Sereno. Point-light biological
motion perception activates human promotor cortex. J. Neurosci., 24(27):6181–6188, 2004.

[10] R. Tomioka, G. Dornhege, G. Nolte, B. Blankertz, K. Aihara, and K.-R. Müller. Spectrally
weighted common spatial pattern algorithm for single trial EEG classification. Technical
Report 40, Dept. of Mathematical Engineering, The University of Tokyo, 2006.

[11] H. Ramoser, J. Müller-Gerking, and G. Pfurtscheller. Optimal spatial filtering of single trial
EEG during imagined hand movement. IEEE Trans. Rehabil. Eng., 8:441–446, 2000.

173

4th Int. BCI Workshop & Training Course 2008



 

 

 

The importance of individual features for
motor-imagery based BCI

V. Attina1,2,3, E. Maby1,2,3, R. Bouet1,2,3, G. Gibert1,2,3, J. Mattout1,2,3,
O. Bertrand1,2,3

1INSERM, U821, Lyon, F-69500, France
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Abstract

The aim of the present study is to investigate the influence of various experimental param-
eters and features for future use in motor-imagery based BCI. Three types of movement are
investigated: index tapping, sustained clenching and repetitive clenching. Real and imaginary
movement executions are also compared. Finally, interindividual variability is addressed by
comparing features common to all subjects with individually optimized ones. Results show
that individual features, namely in the spatial and frequency domain, yield on average sig-
nificantly enhanced differences between experimental conditions that could be exploited to
optimize a future motor-imagery based BCI.

1 Introduction

Motor imagery is one of the most investigated process to implement an efficient and direct brain-
computer interface (BCI) (see [1, 2] for a review). These BCI are generally based on mu rythm
(8–12 Hz) desynchronization as observable with EEG over motor areas during motor imagery, in
a similar way as in movement preparation or execution. Although a lot of studies have focused
on signal processing techniques to reduce classification error in motor-based BCI, very few studies
have provided insights on the role of movement types.

In the present study, we compare mu power desynchronization during the realization or imag-
ination of three different movements: index tapping (IT), sustained clenching (SC) and repetitive
clenching (RC). Movements are performed either with the right or the left hand. Our main goal
is to identify crucial guidelines for optimizing a future motor-imagery based BCI. Therefore and
since BCIs are meant to be optimized for individual usage, we investigate signal feature space,
namely in the spatial and frequency domain. Hence we focus on subject differences in terms of
scalp region of interest (ROI) for data acquisition and mu frequency range. In a multi-subject
statistical analysis, we compare those individual features with some literature-based definitions of
classical motor related ROIs and mu rhythms.

In this paper, we focus on the quantitative comparison between different possible features to
discriminate between movement types. It tackles the preliminary question: do the considered
movements exhibit significant differences at the single trial level, on average? We address this
question with a classical factorial design and analysis of variance. We hoped the answer would
be positive so that we can contemplate building a BCI paradigm based on the identified features.
Evaluation of such a BCI will be the focus of future work that will then tackle the following
question: how well can we classify single trial responses based on those features? This is typically
addressed using cross validation.
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2 Methods

2.1 Subjects

Six healthy right-handed female subjects (range age: 21–29 years, mean age: 22.7) participated in
the experiment. They were all free of neurological diseases and had no previous experience with
motor-imagery paradigms. All subjects signed an informed consent approved by the local Ethical
Committee and received monetary compensation for their participation. Because she failed in
performing the imaginary movement task, one subject was excluded from the analysis.

2.2 Experimental paradigm

During the recording, subjects were sitting in a comfortable armchair in an electrically shielded
room. Task execution was monitored with the PsyScope software [3], using an Apple Macintosh
G4 computer for visual display of instructions and cues within the acquisition room. Each subject
started the experiment with a short training session to ensure they correctly understood the task.
Then, the actual experiment was divided into 12 blocks whose order was randomized. Each block
was made of 16 trials of 20 seconds each and was dedicated to one of the three movement types
only. Each trial consisted in 2 seconds of rest (R), followed by 5 seconds of actual movement
(M), 5 seconds of rest (R), 5 seconds of motor imagery (I) and 3 seconds of rest (R) (Figure 1).
Within trial, imagery was always performed after the exact same real movement in order to ease
the imaginary task. The hand to be used was randomly chosen and equally balanced within block.
It remained the same within trial and was indicated by a right or left arrow during the whole task
periods (M and I). The subject was also asked to fixate a cross at the middle of the screen to
minimize eye movements. In total each participant underwent 192 trials, hence about one hour of
experiment.

Figure 1: Timing of a trial.

2.3 Data acquisition and preprocessing

EEG activity was recorded from 32 scalp active electrodes (actiCAP, BrainProduct GmBH, Mu-
nich, Germany) placed at standard locations of an extended 10–10 international system (Figure 2).
All electrodes were referenced to the nose and grounded to the forehead. Horizontal and vertical
electrooculograms (EOG) were recorded from the right eye. Ag/AgCl bipolar electrodes were
used on both arms and located in order to get EMG signals for each movement type. Electrode
impedances were kept below 10 kΩ. EEG was amplified (BrainProduct GmBH, Munich), filtered
(0.1–150 Hz), and digitized online with a sampling frequency of 1000 Hz.

Figure 2: Electrode montage.

175

4th Int. BCI Workshop & Training Course 2008



 

 

 

Subject Mu band (Hz) Left ROI Right ROI
1 9–12 CP1, P3 C4, CP2, P4, CP6
2 8–10 CP1, P3, CP5 C4, CP2, P4
3 9–13 C3, CP1, CP5 C4, CP2, CP6
4 7–9 C3, CP1 C4, CP2
5 12–14 C3, CP5 C4

Table 1: Individual features.

(a) (b)

Figure 3: (a) Grand mean time-frequency plots over C3 and C4 for subject 3. The most important
mu desynchronization can be observed between 9 Hz and 13 Hz. (b) Topographical distributions
of the averaged mu power during actual movement. Mu desynchronization can be observed over
the C3, CP1 and CP5 electrodes (left ROI) and over the C4, CP2, CP6 electrodes (right ROI).

After epoching, all trial data with large muscular activity were rejected from further analyses.
The eye blink component was automatically removed using ICA [4]. This preprocessing step left
at least 26 clean trials for each participant, each hand and each movement type.

2.4 Data analysis

Data analysis focused on mu power during movement (desynchronization) relatively to mu power
during rest. For each condition, the averaged time-frequency transform across single trials [5]
was computed for both real and imaginary movements, using a three-second-length time win-
dow (from 1 to 4 seconds after movement cue onset). Data from the same trial were baseline
corrected using the same initial resting period (from 1500 to 500 ms before the real movement
cue onset). Two different spectral analysis were performed from the time-frequency representa-
tions: a common-feature based analysis and an individual-feature based one. In the first one,
mu power was computed in the 8–12 Hz frequency band from electrodes C3 and C4 [6]. In the
subject specific procedure, individual features (specific mu range and ROIs) were identified from
the averaged time-frequency plots over all conditions (see Table 1). Individual mu range was first
determined from individual time-frequency plots over centro-parietal electrodes (Figure 3(a)) and
then individual ROIs were selected from the ensuing mu power topographies (Figure 3(b)).

Using R software [7], linear mixed effect modeling [8, 9] was applied to both data sets, with
Movement Type (real vs. imaginary movement), Movement (IT, RC and SC), Hand (left vs. right)
and ROI (left vs. right) as fixed effects and Subject as random effect to account for between subject
variability. An analysis of variance was then computed separately on both estimated fixed effects.
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Figure 4: Two-way interaction (Hand × ROI) when considering the common mu-range definition.

3 Results

3.1 Towards a routine-based BCI

From spatial and frequency features common to all subjects, results showed a main effect of Hand
(p < 0.001), with lower mu power during left hand compared to right hand movement. The
interaction between Hand and ROI factors proved also significant (p < 0.05; Figure 4), showing a
larger decrease in mu power on C4 than on C3 for left hand movements. Surprisingly, a similar
pattern was observed for right hand. No other significant main effects or interactions were found,
suggesting no significant differences in mu power due to movement type or between real and
imaginary movements.

3.2 Towards a subject-specific BCI

Here considering individual features in terms of both mu frequency range and ROIs, a significant
mu desynchonization was again observed for left hand movements (p < 0.0001). Furthermore,
significant interactions were observed: Hand × ROI (p < 0.01) and ROI × Movement (p < 0.05).
Contrary to what was evidenced from the use of common features, a clear controlateralization for
each hand is revealed (see Figure 5(a)). This suggests that common features may fail to extract
informative signals that can be revealed by subject specific features.

Moreover and contrary to the previous analysis, the ROI × Movement interaction proved
significant here (see Figure 5(b)). Indeed, while RC and SC movements reveal a similar pattern
of relative mu power from left to right ROI, this pattern is inverted for IT movements. This may
be due to the difference in either the movement effectors (index vs. full hand movement) or the
kind of movement (tapping vs. clenching).

On the other hand and as revealed by a significant main effect of Movement (p < 0.01), a
global mu power was found greater for SC compare to both IT and RC, and for IT compare to
RC. This may be explained by the difference in performing a sustained versus repeated movement.

Finally, a significant main effect of Movement Type was found with individual features (p <
0.01), due to lower mu power values for real compare to imaginary movements. Note however that
mu power values are all negative (compare to resting periods), suggesting that the motor-imagery
task was well performed.

4 Discussion and conclusion

Although more subjects would need to be tested in order to confirm our findings, the present study
provides clear evidence in favor of the use of individual features to optimize a motor-imagery based
BCI.

Indeed, our comparison of common and individual features in the spatial and frequency domains
revealed the following statistical differences. The difference between controlateral and ipsilateral
mu desynchronization was only significant when considering individual features, as observed with
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(a) (b)

Figure 5: Plot of the two-way interactions (a) Hand × ROI and (b) ROI × Movement in the mu
band for individual features.

both the left and right hand movements. This is probably due to the optimization of the ROI since
C3 did not appear to be informative for both subjects 1 and 2 (see Table 1). This finding holds
true for either real or imaginary movements. Note also, that in all cases, left movements induced
a larger mu desynchronization than right movement, maybe reflecting the right-handedness of the
subjects.

This study suggests, whatever the strategy (see e. g. [10] for a binary-command BCI based on
the contrast between bilateral imagery and rest) that subtle and carefully indentified individual
features or preferences (e. g. in the type of movements) could optimize motor-imagery based BCI
in a significant way [6, 11]. According to our results, lateralization of imaginary movements as well
as movement type (e. g. clenching vs. tapping) are relevant parameters to be looked at individually.

To further assess the differences between conditions, we contemplate to analyze the dynamics
of mu desynchronization during movements. It might be that the full period between 1 and 4
seconds after movement cue onset is not specific enough or subject dependent and could be also
individually optimized. Indeed, the visual comparison of time-frequency plots during real and
imaginary movements indicate a less stable mu desynchronization during motor imagery. This
may be due to the fact that all the subjects were untrained and näıve regarding motor imagery.

Although it was designed in the perspective of optimizing a BCI application, the current ex-
periment was performed offline and involved a classical factorial design with several-second-long
trials. In BCI practice, decision would need to be taken more rapidly, on a few hundred of millisec-
onds basis. Therefore, studying and exploiting the temporal structure of the identified features
will be crucial. One possible direction we are currently investigating is temporal integration in
probabilistic decisions using dynamical classification models (see [12]).

Finally, we focussed the current analysis on mu rythm and motor related electrode sites.
Further improvement could be obtained from including other locations and frequencies, such as
beta (around 16–24 Hz) desynchronization, or faster rythms as proposed in [13].

Acknowledgments: The authors are grateful to Amélie Da Costa for her valuable contribu-
tion in collecting the data. This work was supported by the French National Research Agency
and the National Network for Software Technologies within the Open-ViBE project and grant
ANR05RNTL01601.

References

[1] G. Pfurtscheller and C. Neuper. Motor imagery and direct brain-computer communication.
IEEE J. Proc., 89:1123–1134, 2001.

178

4th Int. BCI Workshop & Training Course 2008



 

 

 

[2] J. R. Wolpaw, N. Birbaumer, D. J. McFarland, G. Pfurtscheller, and T. M. Vaughan. Brain-
computer interfaces for communication and control. Clin. Neurophysiol., 113:767–791, 2002.

[3] J. D. Cohen, B. MacWhinney, M. Flatt, and J. Provost. Psyscope: A new graphic interactive
environment for designing psychology experiments. Behav. Res. Methods, Instruments and
Computers, 25:257–271, 1993.

[4] A. Delorme and S. Makeig. Eeglab: an open source toolbox for analysis of single-trial eeg
dynamics including independent component analysis. J. Neurosci. Methods, 134:9–21, 2004.

[5] C. Tallon-Baudry and O. Bertrand. Oscillatory gamma activity in humans and its role in
object representation. Trends Cogn. Sci., 3:151–162, 1999.

[6] G. Pfurtscheller, C. Neuper, D. Flotzinger, and M. Pregenzer. Eeg-based discrimination be-
tween imagination of right and left hand movement. Electroencephalogr. Clin. Neurophysiol.,
103:642–651, 1997.

[7] R Development Core Team. R: A language and environment for statistical computing. R
Foundation for Statistical Computing, Vienna, Austria, 2005. ISBN 3-900051-07-0.

[8] J. C. Pinheiro and D. M. Bates. Mixed-Effects Models in S and S-Plus. Springer, 2000. ISBN
0-387-98957-0.

[9] J. Pinheiro, D. Bates, S. DebRoy, and D. Sarkar. nlme: Linear and nonlinear mixed effects
models, 2006. R package version 3.1-78.

[10] J. Mellinger, G. Schalk, C. Braun, H. Preissl, W. Rosenstiel, N. Birbaumer, and A. Kübler.
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Abstract

In this paper we suggest a new method that overcomes the requirement of time-consuming
calibration recordings at the start of every new Brain-Computer Interface (BCI) session for
long-term users. The method takes advantage of knowledge collected in previous sessions
about spatial filters and classifiers: By a novel technique, prototypical spatial filters are
determined which have better generalization properties compared to single-session filters. In
particular, they can be used in follow-up sessions without the need to recalibrate the system.
This way the calibration periods can be dramatically shortened or even completely omitted
for these “experienced” BCI users. The feasibility of our novel approach is demonstrated with
a series of online BCI experiments. Although performed without any calibration measurement
at all, no loss of classification performance was observed.

1 Introduction

In the machine learning approach to BCI ([1]) a statistical analysis of a calibration measurement
is used to adapt the system to the specificities of the user’s current brain signals at the beginning
of each session. This approach allows for an effective performance from the first session on without
user training ([2]). As the signals vary between sessions even for the same user, BCI systems rely
on the calibration procedure for an optimal performance (machine training).

Besides the montage of the EEG cap, the recording of calibration data is the most time-
consuming preparational step at the beginning of every new session. It will be addressed by the
so-called the Zero-Training method in the present online study.

The basic idea of the method is as follows: In the case of long-term BCI users, who repeatedly
perform BCI sessions with the same mental tasks, one can exploit data from previous sessions in
order to learn most of the calibration parameters. In more detail, we show how to learn good
spatial filters and classifiers from data of previous sessions which eliminates the necessity of going
through a new calibration phase during each new session (see Figure 1).

In the current work, we expand the work of Krauledat et al. [3] to the online scenario. The
Zero-Training method is tested against the standard approach where spatial filters and classifiers
are trained anew on the calibration data of a new session.

2 Methods

The exact location, the exact frequency band of the sensorimotor rhythm and the way it can
be influenced by motor imagery (resulting e. g. in event-related desynchronization (ERD) or syn-
chronization (ERS) [4]), is subject-specific. Hence individually optimized filters can increase the
signal-to-noise ratio dramatically [5]. To this end, the Common Spatial Patterns (CSP) technique
has proven to be a useful tool for BCI.

Common Spatial Pattern and its extensions (e. g. [6, 5]) is a technique to analyze multi-
channel data based on recordings from two classes (conditions). It is, e. g. used in BCI systems
based on the modulation of brain rhythms. CSP filters maximize the EEG signal’s variance under
one condition while simultaneously minimizing it for the other condition. In the example of left
vs. right hand motor imagery, the CSP algorithm will find two groups of spatial filters. The first
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Figure 1: Sessions 1 to N-1 follow a standard BCI procedure: spatial filter and classifiers are
learned each session anew from a calibration recording before they are applied during a feedback
application. The new Zero-Training method eliminates the calibration recording: spatial filters
and a classifier are predetermined before session N starts. The spatial filters for session N are
extracted from old filters (blue), the classifier for session N is calculated from old calibration
recordings (red). The feedback application of session N is preceded by a quick bias adaptation.

will show high band power during left hand motor imagery and low band power during right hand
motor imagery, and the second vice versa.

Let Σi be the covariance matrix of the trial-concatenated matrix of dimension [C × T ] (where
C is the number of electrodes and T is the number of concatenated samples) belonging to the
respective class i ∈ {1, 2}. The CSP analysis consists of calculating a matrix W ∈ IRC×C and a
diagonal matrix D with elements in [0, 1] such that

W>Σ1W = D and W>Σ2W = I−D (1)

where I ∈ IRC×C is the identity matrix. This can be solved as a generalized eigenvalue problem.
The projection that is given by the i-th column of matrix W has a relative variance of di (i-th
element of D) for trials of class 1 and relative variance 1 − di for trials of class 2. If di is near
1, the filter given by the i-th column of W (i. e., the ith spatial filter) maximizes the variance for
class 1, and since 1− di is near 0, it also minimizes the variance for class 2. Typically one would
retain projections corresponding to two or three of the highest eigenvalues di, i. e., CSP filters for
class 1, and projections corresponding to the two or three lowest eigenvalues, i. e., CSP filters for
class 2. For a detailed review of the CSP technique with respect to the application in BCI see [5].

Krauledat et al. [3] showed in an offline analysis on data from repeated sessions for a number
of subjects, that spatial filters computed via CSP can be clustered into physiologically relevant
groups using a specialized metric [7] in the CSP filter space.

Extracting prototypical CSP filters from regions with a high density of CSP filters and applying
them to data of an unseen new session of the same user, those prototypical filters result in very
good offline classification performance. For the present online study, we used the same methods
for creating the CSP filter space and for determining cluster prototypes.

3 Experimental setup

To demonstrate the feasibility of the Zero-Training approach, a BCI feedback study was designed to
compare the proposed approach with the classical CSP approach in terms of feedback performance.
The specific construction of the two classification setups is described in Section 3.1.

The BCI experiments were performed with 6 healthy subjects, aged 26–41 who previously
had performed at least 5 motor imagery BCI sessions with the Berlin Brain-Computer Interface
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#chan- #past #train FQ band Interval
Subject nels sessions trials Classes (CSP) (ZT ) (CSP) (ZT )

zq 46 7 845 LR [9 14] [9 25] [810 4460] [500 3000]
ay 46 4 324 LR [8 22] [9 25] [710 2650] [500 3000]
zp 46 5 704 LR [10 25] [9 25] [2750 5000] [500 3000]
al 44 9 684 FR [11 25] [9 25] [1600 4690] [500 3000]
aw 44 13 1075 LF [11 17] [10 25] [1500 4500] [500 3000]
zk 46 7 240 LR [8 31] [9 25] [920 4390] [500 3000]

Table 1: Subject-specific parameters for CSP and Zero-Training (ZT)

time

Zero-Training

CSP or Zero-Training (block-rand.)

feedback run no.

I II III VIVblock no.

CSP

continuous feedback during trials

no feedback during trials

1 2 3 54 76 111098

Figure 2: Sequence of the 11 runs and the two methods used for calculating feedback.

(BBCI). The availability of a large amount of experimental data is a prerequisite for the extraction
of prototypical CSP filters, since the cluster density in the CSP filter space can only be estimated
reliably with a sufficient number of sample points.

The visual feedback of horizontal cursor control was given in 11 runs of 100 trials each (50 per
class). The runs were grouped in five experimental blocks (see Figure 2). In three runs of block I,
continuous feedback was given by a classifier that had been pre-computed with the Zero-Training
method, see Section 3.1. Data collected in these runs were used to determine spatial filters and a
classifier using the ordinary CSP method as described in Section 3.1 for use in some runs of the
following blocks. Blocks II to V each contained one run with Zero-Training feedback and one run
with CSP feedback. Within a block, the order of the two feedback methods was chosen randomly
and remained unknown to the subject. To represent two different widespread approaches, the
use of continuous visual feedback and no continuous visual feedback alternated regularly between
blocks II to V, as indicated in Figure 2.

During the experiment the subjects were sitting in a comfortable chair in front of a computer
screen. EEG was recorded with 64 Ag/AgCl electrodes, downsampled to 100 Hz, bandpass-filtered
at a subject-specific frequency band (see Table 1) and spatial CSP filters, as described in Section 2,
were applied. Finally, the logarithmic band power of the spatially and temporally filtered signals
was estimated by calculating the logarithm of the squared sum of the filter outputs. These features
were fed into a linear classifier. We used least squares regression (LSR). At a rate of 25 Hz, graded
LSR outputs were calculated for the last 1000 ms, and averaged over 8 samples. A scalar factor
was multiplied to the result, and finally a real-valued bias term was added.

CSP filters are not adapted during the online operation. The system allows for a stable perfor-
mance even for several hours ( [8]), but the bias of the classifier might need to be adjusted. Guided
by our experience with non-stationary bias, a bias adaptation was performed at the beginning of
every run. Therefore, the subject controlled the cursor for 20 trials (10 per class), and the bias
was adapted at the end of this period. The procedure corresponds to the initial calibration of the
bias as presented in [9]. A thorough investigation of this topic can be found in [10].
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3.1 Construction of classifiers

Both approaches, the proposed new Zero-Training approach and the classical CSP use only a small
number of spatial filters (two or three per class) from the total set of filters provided by CSP, as
the restriction to a small number of filters per class is known to be helpful [5].

The Zero-Training filters and classifier

For every subject, we performed the following: for each class and for each historic session of the
subject, we calculate the three filters with the largest Eigenvalues using the CSP algorithm in
Section 2. Depending on the number of past sessions, this procedure creates a larger set of filters.
Then 6 so-called prototype filters are chosen from the set by applying the clustering method
described in [3]. Those filters constitute the first 6 dimensions of the final feature space for the
Zero-Training method. In addition we pool all data from past experiments of the subject and
calculate the ordinary CSP filters on this collection. The resulting CSP filters (3 per class) are
concatenated to the 6 prototype filters gained from the clustering approach.

With this approach, filtering the EEG data of the pooled data set (all past sessions of the
subject) results in a 12-dimensional feature space. Finally, a linear LSR classifier is calculated on
the features. If necessary we could also use nonlinear classification here (cf. [11]).

The ordinary CSP filters and classifier

For each subject, we also build a set of ordinary CSP filters and a corresponding classifier. In
contrast to the Zero-Training solution, they can not be prepared beforehand. Their construction
is done on the fly during a new experimental session and does not involve data from past sessions.

For the training of a regular CSP classifier, we first record three runs of feedback data (with
feedback provided by the output of the Zero-Training classifier), totalling to more than 150 trials
per class. According to the cross-validation error on this data, the optimal frequency band is
selected, as well as some additional parameters like length and starting point of the training time
interval for estimating the band power. The Common Spatial Patterns are computed on this data
and the two spatial filters representing the most extreme eigenvalues are chosen for each class.
Finally a LSR classifier was trained using the preprocessed data from the first three runs.

4 Results

The first three runs of feedback showed that all subjects under study were able to operate the BCI
with the pre-computed classifier at a high accuracy (only 10 trials per class from the current day
were required to update the bias for the classification scenario). For every subject Fig. 3 shows
the percentage of successful (“hit”) trials from each run. After the third run, the subjects could
not know in advance, which one of the two classifiers (Zero-Training or ordinary CSP) was used
for the generation of the feedback.

For subjects zq, al and zk, the CSP feedback performed better than the Zero-Training feedback.
In ay and aw, the feedback performance on the four blocks is very similar with both classifiers,
whereas in subject zp, the Zero-Training feedback even outperformed the CSP feedback.

The performance over all subjects is shown in Fig. 4, where the feedback performance in each
run of the four blocks is collected in a single boxplot for each classifier. The CSP performance is
slightly higher on average, although this difference is not very significant: a Wilcoxon ranking test
yields a significance level of p = 0.05.

Extensive offline tests, that simulated different levels of bias adaptation between runs, showed
that the bias adaptation was indispensable for two of the six subjects and did not degrade the
performance for the other subjects. This result matches with results of previous studies [9, 10].

No systematic difference in performance could be observed between the continuous visual
feedback in blocks II and IV compared to no continuous visual feedback in blocks III and V.
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Figure 3: Feedback results for the six subjects and 100 trials per run. Three initial runs (block
I), were done with the Zero-Training classifier. In following blocks II–V the order of the classifiers
was randomly permuted. The shift of the blue curve relative to the green curve within the shaded
areas indicates the order of the classifiers within each block.

Figure 4: Feedback performance of CSP and Zero-Training over all subjects and runs.

5 Discussion

The final validation of BCI algorithms can only be provided in online experiments. However,
in contrast to offline evaluation, only one classifier can be applied to the same data set. This
makes a comparison especially hard, since the differences between data sets (high inter-subject
and inter-session variability) add to the variability of the performance. Therefore it is required
to record all data sets under similar conditions. All presented online experiments for one subject
were therefore carried out on the same day. We evaluated the performance of our new classifier
by comparing it to the standard CSP method that is typically used for the classification of band
power features in motor imagery paradigms (see e. g. [2]).

The aim of this study was to construct and evaluate a classification method that can be applied
without a lengthy calibration measurement. We could show, that the features chosen via Zero-
Training are discriminative for the classification task at hand, but also that the bias adaptation
was indispensable for two of the six subjects.

It has been shown in recent publications [5], that the optimization of spatial and temporal
parameters can result in a significantly increased classification accuracy. For the training of the
Zero-Training classifier however, some of the parameters were not specifically optimized, such as
the frequency band, the training window for parameter estimation on the previous sessions, and
the movement type combination used for the feedback. These parameters were fixed beforehand.
In contrary to this, the subject-dependent parameters of the standard CSP method were selected
individually based on the same day’s training data. We are fully aware, that this comparison
strategy may have resulted in a slight advantage in favor of the standard CSP method, but we
accepted this advantage in order to have a maximally strong adversary method available for the
comparison with our new Zero-Training method.
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6 Conclusion

In this contribution we went one step further towards the goal of avoiding subject training al-
together and proposed novel algorithms to transfer knowledge between BCI sessions. Our study
shows that the results from prior off-line analysis, successfully carry over to the present set of
online experiments, where subjects use decoders that were constructed from past data instead
of calibrating anew. Our findings thus show that information from prior session can indeed be
used profitably for constructing better individual mental state decoders. Note that the loss in
performance (bitrate) is negligible when contrasted to employing a fully calibrated decoder (after
30 minutes of training) in a blind protocol.

Our work opens therefore a highly promising path for the ultimate goal of Zero-Training.
While the proposed methods work well for session to session transfer for an individual subject, it
remains still open, whether inter-subject information could also be successfully transferred. Ideally
a data base consisting of individualized decoders could be appropriately combined as an ensemble
decoder and thus help to avoid training completely. In combination with dry electrodes, Zero-
Training would again provide a large step forward when striving towards more general applicability
of BCI technology for daily use in man machine interaction.
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Abstract

Two important issues for Brain-Computer Interface-based (BCI) communication are the
information transfer rate and user training. While the former needs to be maximized, a
minimization of the latter is mandatory to enhance usability and practicality. In this pa-
per we analyze the relationship between communication speed and classification accuracy of
electroencephalographic (EEG) signals recorded during cue-guided left hand and right hand
motor imagery. The methods of common spatial patterns (CSP) and Fisher’s linear discrimi-
nant analysis classifier (LDA) were applied off-line to EEG recordings of sixty-nine (N = 69)
naive subjects. The results suggest that 2000 ms of EEG data is required to get the best
possible discrimination (average accuracy of about 80 %) for the majority of user (61 %).

1 Introduction

A Brain-Computer Interface (BCI) allows users to interact with the surrounding environment
without the need of any peripheral nerve or muscle activity. Compared to communication aids
operated by muscular activity, the information transfer rate (ITR) of a BCI is low. Furthermore,
to gain direct brain-computer control, both the human brain and the machine need training. The
former to reliably generate distinctive brain patterns and the later to detect them. Depending on
the experimental strategy, such a training may require hours or, when working with patients, even
days or months. To increase the user acceptance it is therefore crucial to increase the ITR and at
the same time to reduce the training period.

The Graz-BCI is based on the single-trial classification and detection of transient oscillatory
changes, modulated by motor imagery (MI), in the ongoing electroencephalogram (EEG) [1]. For
such a MI-based system one obvious question related to the above mentioned issues is “How much
time is required to induce MI modulated brain patterns?” or in other words “How much time is
required to reliably discriminate between different mental MI tasks?” The aim of this paper is
to research the relationship between classification speed and classification accuracy of MI induced
brain patterns in EEG signals. Results of an extensive off-line analysis based on cue-guided trials
recorded from sixty-nine (N = 69) naive subjects during left hand and right hand MI are presented.

2 Methods

2.1 Subjects and signal recording

Sixty-nine naive volunteers between 19 and 51 years old (26 ± 5 years, 32 female and 37 male)
participated in this study. The volunteers were right handed, had normal or corrected to normal
vision and and gave informed consent after the experimental procedure had been explained to
them.

186

4th Int. BCI Workshop & Training Course 2008



 

 

 

Figure 1: (a) EEG electrode placement. Reference was placed on the left and ground on the right
mastoid. (b) Timing of the experimental paradigm used to collect motor imagery related EEG
signals. (c) Definition of examined segments.

Each volunteer was seated in an armchair placed about 0.80 m in front of a computer monitor.
Nine sintered Ag/AgCl electrodes were placed over sensorimotor areas. The electrode locations
included the position C3, Cz and C4, as well as positions 3.5 cm anterior and posterior to these
(Figure 1(a)). The EEG was analog band pass filtered between 0.5 and 100 Hz (60 dB/decade,
dynamic range ±100 µV, notch at 50 Hz) and sampled at a rate of 250 Hz.

2.2 Experimental paradigm

Following a fixed repetitive time scheme, subjects had to imagine left hand and right hand move-
ments. Each trial started with the presentation of a blank screen. After two seconds a fixation
cross was displayed in the middle of the screen and an acoustical warning tone was presented.
Subjects were told to fixate the cross, avoiding eyes and body movements. One second later, an
arrow (cue) pointing to the left (left hand) or to the right (right hand) specified the motor imagery
task to perform. Volunteers had to perform motor imagery repetitively for 4 s, until the screen
content was erased. After a random inter-trial interval (0–2 s) introduced after second 8 the the
next trial started (Figure 1(b)). Each training run consisted of 40 trials with 20 trials per class
(left/right) presented in randomized order. Five training runs were recorded for each subject.

2.3 Data analysis

All trials were visually inspected for EEG artifacts and trials containing (task-related) EMG or
EOG activity were omitted from further analysis. The mean (median) ± SD (standard deviation)
number of trials left for analysis were 81.0(85.0) ± 11.6 and 80.8 (83.0) ±12.3 for left hand and
right hand motor imagery, respectively.

In order to identify the optimal time interval needed to induce MI-related EEG rhythms and
thus achieving best possible discrimination between left hand and right hand MI, the method of
Common Spatial Patterns (CSP) was applied. CSP designs spatial filters in such a way that the
variances of the filtered time series are optimal (in the least squares sense) for discrimination. For
more details refer to [2, 3, 4]. The recorded EEG signal was band pass filtered between 8 and
30 Hz (5th order Butterworth) and segments Slen

pos of the length len were extracted with the same
time lag pos to the begin of a trial (Figure 1(c)). For the analysis the time lag pos was varied from
pos = 2.0 s to pos = 9.0 s in steps of ∆pos = 0.125 s. For each pos the segment length len was
changed from len = 250 ms to len = 4000 ms in steps of ∆len = 250 ms. Independent CSP analyses
were performed for each combination (pos, len) by using a 10 × 10-fold cross validation statistic.
This means that 90 % of the segements were used to compute the CSP projection matrix W . The
m = 2 projections resulting form the m largest and m smallest eigenvalues were retained (W2m),
the logarithm of the normalized variance (log NVlen) over the segment length len was computed and
a Fisher’s linear discriminant analysis (LDA) [5] classifier was trained. The computed projection
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Figure 2: (a) Individual (gray), mean±SD (bold) and median (dotted) curves of the classification
accuracy for different segment window lengths. (b) Accuracies of subjects which performed better
than random for at least 2 s out of the 4 s of motor imagery (3.0, . . . , 7.0 s). (c) Number of subjects
over time which were better than the individual random level.

matrix W2m was applied to the remaining 10 % of the segments, log NVlen was computed and
classified. The performance for each Spos,len was computed by averaging the individual accuracies.

3 Results

Exemplarily the discriminative power between left hand and right hand MI as function of time
for four different window lengths len are plotted in Figure 2(a). Individual results, as well as the
mean ± SD (standard deviation) and median curves are shown. Independently of the segment
length len, the maximum average classification accuracy over time is about 70 %. Furthermore,
one can see that for five subects the performance was higher than average independently of len.
Table 1 summarizes results for subjects (column 2) which maximum accuracy within the MI-
period was higher than the chance classification level (computed according [6] and a significance
level α = 0.01). Most subjects, i. e., 59 out of 69 achieved accuracies better than random when
using a segment length of 1250 ms. Highest accuracies were computed by using a 2500 ms window.
The average level of chance classification for all subjects was approximately 61 %.

Figure 2(b) shows only the curves of subjects which performance was better than random for
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Accuracy pos
len N (%) Mean (Median) ± SD StdError Mean (Median) ± SD
250 55 (80) 74.81 (73.60) ± 8.39 1.13 4.323 (4.000) ± 0.791
500 58 (84) 76.09 (75.53) ± 9.34 1.23 4.373 (4.125) ± 0.609
750 58 (84) 76.78 (75.93) ± 9.45 1.24 4.666 (4.375) ± 0.718
1000 58 (84) 77.08 (76.77) ± 9.62 1.26 4.957 (4.688) ± 0.727
1250 59 (86) 77.04 (76.61) ± 9.84 1.28 5.121 (4.875) ± 0.702
1500 57 (83) 77.88 (77.06) ± 9.62 1.27 5.338 (5.125) ± 0.686
1750 57 (83) 77.88 (75.84) ± 9.64 1.28 5.540 (5.375) ± 0.610
2000 55 (80) 78.47 (75.76) ± 9.58 1.29 5.743 (5.625) ± 0.623
2250 55 (80) 77.64 (76.20) ±10.00 1.35 5.828 (5.875) ± 0.677
2500 53 (77) 79.05 (78.47) ± 9.25 1.27 6.061 (6.125) ± 0.466
2750 54 (78) 78.67 (78.02) ± 9.47 1.29 6.229 (6.375) ± 0.658
3000 53 (77) 78.54 (78.52) ± 9.77 1.34 6.377 (6.500) ± 0.560
3250 55 (80) 77.89 (78.29) ±10.17 1.37 6.464 (6.750) ± 0.803
3500 54 (78) 77.49 (77.07) ±10.27 1.40 6.600 (6.875) ± 0.810
3750 51 (74) 76.96 (77.23) ± 9.73 1.36 6.792 (7.000) ± 0.463
4000 51 (74) 75.40 (75.78) ± 9.48 1.33 6.664 (6.875) ± 0.497

Table 1: Mean (median) ± SD of the maximum accuracies (in %) which are better than the
subject-specific chance classification level. Additionally the standard error (StdError) and mean
(median) ± SD time (in s) are presented.

at least 2 s out of the 4-s MI period. Since subjects were told to perform continuous MI for 4 s
this criteria reflects the task to perform better than single peak values. Table 2 summarizes the
mean peak accuracies of the curves and corresponding time for all segment lengths. Most subjects,
i. e. 42 out of 69 (61 %), achieved best results by using a 2000/2250 ms time window. The last
column represents the percentage of time during MI (from 3.0 s to 7.0 s) in which subjects were
better than random. Figure 2(c) illustrates the underlying distribution. The highest value was
achieved by using a 1250 ms time window.

4 Discussion

The aim of the study was to research the relationship between speed and accuracy of MI-based
BCIs. The method of CSP was selected because default parameters achieve satisfying results over
subjects [3] without the need of computational demanding optimization. Additional channels or
user-specific optimization, however, potentially increase the classification accuracy [4].

Interesting and already demonstrated is the early classification peak about one second after
cue-onset. This peak, clearly visible in Figure 2(a) for segment length len = 250 ms, results very
likely from an early contralateral dominant event-related desynchronization (ERD) at electrode
positions overlaying the hand representation area. Müller-Gerking et al. [2] reported such an early
ERD in a delayed movement task and Pfurtscheller and Neuper [7] during right vs. left hand motor
imagery.

Average classification accuracies of approximately 70 % (Figure 2(a)) give evidence that ba-
sically each of the analyzed segment lengths can be used to operate a BCI. Longer segments
obviously delay the time of highest classification which is varying from about 1 s to approx. 4.5 s
after cue-onset. The individual curves show that only a minority of subjects (< 10 %) are able to
achieve very good control (about 90 %) from the very beginning and during the whole MI-period.

From Table 2 and the mean curves in Figure 2(b) it is visible that the time window needed
to obtain a good discrimination, i. e., about 80 %, is best for most subjects by analyzing EEG
segments of 1250 ms to 2500 ms length. Table 2 suggests that the best choice in terms of speed,
accuracy and number of subjects is a window length of 2000 ms: Forty-two subjects (61 %) achieved
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Accuracy
len N (%) Mean (Median) ± SD StdError pos > RND

250 16 (23) 79.90 (77.86) ± 9.46 2.37 4.000 32.11
500 28 (41) 77.69 (76.78) ± 9.71 1.84 4.125 39.90
750 35 (51) 78.36 (78.46) ± 9.35 1.58 4.375 43.89
1000 36 (52) 79.15 (78.76) ± 9.13 1.52 4.625 45.97
1250 39 (57) 79.05 (78.65) ± 9.42 1.51 4.875 47.46
1500 40 (58) 79.87 (79.46) ± 9.17 1.45 5.125 47.01
1750 40 (58) 80.24 (78.83) ± 9.01 1.42 5.375 46.06
2000 42 (61) 79.92 (78.23) ± 8.80 1.36 5.625 45.52
2250 42 (61) 80.01 (79.32) ± 9.34 1.44 5.875 44.75
2500 40 (58) 80.84 (81.51) ± 9.15 1.45 6.125 43.93
2750 34 (49) 80.80 (80.91) ± 9.45 1.62 6.375 42.39
3000 32 (46) 81.65 (82.22) ± 9.18 1.62 6.500 41.03
3250 30 (43) 81.35 (83.32) ± 10.55 1.93 6.875 40.04
3500 28 (41) 82.00 (82.12) ± 10.01 1.89 7.000 37.77
3750 24 (35) 82.22 (81.69) ± 9.78 2.00 7.000 35.82
4000 22 (32) 80.95 (78.91) ± 9.96 2.12 7.000 33.74

Table 2: Mean (median) ± SD classification accuracy (in %), standard error (StdError in %) and
time (in s) are reported. Only subject which performed better than random in ≤ 2 s out of the 4-s
motor imagery period were considered (N). Column RND shows the percentage (over all subjects)
within the 4-s MI period in which the performance was higher than random.

an average classification accuracy of about 80 % approximately 2.6 s after cue-onset.

References

[1] G. Pfurtscheller, G. R. Müller-Putz, A. Schlögl, B. Graimann, R. Scherer, R. Leeb, C. Brunner,
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Abstract

Classification of MEG brain signals has been used in the past to drive brain-computer
interfaces with healthy subjects. We present a multi-class study with offline results. We
investigate which combinations of classes are suitable for classification and show that this
result is subject-specific, although a general trend to particular combinations of patterns
exists. For the current set of offline results, information transfer rate increases in eight of ten
subjects going from 2-class to 3-class communication.

1 Introduction

Brain-Computer Interface (BCI) research is largely concerned with increasing the communication
speed, or bit rate. Attempts to increase the bit rate of BCIs based on spontaneous brain activity
by increasing the number of classification tasks naturally suffer from a higher misclassification rate.
In an experiment with 10 subjects and 7 classification tasks, we find the best trade-off concerning
the number of tasks for each subject.

High signal quality and sensor resolution inspired us to use MEG. Other BCIs based on MEG
using binary classification have already been presented [1, 2]. The work presented here is a multi-
class approach.

An extensive multi-class investigation is performed in [3]. A 3-class asynchronous BCI using
three motor tasks for spelling was shown to produce an average of 1.99 letters/minute [4], but is
difficult to compare with synchronous BCIs. A study using two motor and two non-motor imagery
tasks concludes that non-motor task pairs can be discriminated easier than others [5].

The following sections explain our experimental setup and artifact analysis. Thereafter, a
summary of the results obtained so far is given. The aim of this work is to find combinations of
imagination tasks particularly well-suited to multi-class BCIs.

2 Methods

2.1 Experimental paradigm and data acquisition

Data was recorded with the BCI2000 software [6] at a sampling rate of 586 Hz from 10 subjects
aged between 24 and 34 on two different days for each subject. Each of the two sessions included
3 runs of data acquisition, with 7 imagination tasks being presented in a block-randomised order.
Cues were given in textual form on a screen positioned in front of the seated subject. Subjects were
instructed to focus on a cross in the centre of the screen during the imagination phase to prevent
movement artifacts. The trial structure is as follows: display of a fixation cross (“get ready”, 0.7 s)
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Category Class Task Description
Motor 1 Foot Rotate both feet
Motor 2 Left hand Open and close hand in repetitive motions
Motor 3 Right hand Open and close hand in repetitive motions
Motor 4 Tongue Lick ice-cream with tongue in repetitive motions
Non-motor 5 Subtraction Start at 99 and repeatedly subtract 7 from answer.

Do not visualise numbers, do the calculation each
time. Start at a new number once the sequence has
been memorised too well.

Non-motor 6 Navigation Walk around a well-known location (e. g. the house
you grew up in). Recognise objects in the rooms.

Non-motor 7 Visual scene Imagine a green scene, e. g. a lawn or green land-
scape.

Table 1: Categorisation of the imagination tasks.

Subject BCI experience EMG measured Handedness Hardest task
A 0 Session 1 RH 5
B 0 Session 2 RH –
C 0 – RH –
D 4 Session 1 RH 7
E 0 Session 2 RH 6
F 0 Session 1 RH 7
G 0 Session 2 RH 7
H 0 – RH –
I > 5 Session 1 RH –
J 0 Session 2 LH 5,6

Table 2: Subject details. The second column indicates the number of times the subject had
participated in previous BCI experiments. The “Hardest task” column lists the task that the
subject reported as the most difficult to perform.

– text cue overlayed on fixation cross (“prepare for task”, 2 s) – fixation cross (“mental imagery”,
4 s) – blank screen (“inter-trial interval”, 2 s). Due to the exploratory nature of this study, no
feedback was given. A 275-channel whole-head MEG-system (VSM MedTech Ltd.) was used.

We chose 7 imagination tasks as a trade-off between high number of classes (to test which
tasks work best for the participants) and being able to collect enough data for each task to train a
classifier. With 7 tasks we were able to collect 102 trials per class and keep each recording session
around two hours. Each of the three runs per session lasted 17 minutes, enough to make most
subjects feel tired after every run. A description of the imagination tasks is given in Table 1. As
suggested in [5], functional motor tasks (some related to a subject’s specific skills) were endorsed
to make the task more interesting.

Some subject-specific details are given in Table 2. The only female subject was F. Note the high
number of first-time BCI users. EMG was measured for 8 subjects in only one of the two recording
sessions due to the increased preparation time. Head position was measured before each run. To
recreate the previous session’s or run’s head position, the subject was given the opportunity to
reposition his/her head according to an online head position display (CTF Systems).

2.2 Artifact rejection

Artifacts could be a major contributor to the fact that healthy subjects mostly achieve higher
bit rates than patients when using BCIs. We precluded the outer MEG channels close to eyes
and neck muscles and focussed on the inner 168 channels. Additionally, we investigated the effect
that trials containing electromyographic (EMG) hand movement artifacts had on classification
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Subject Total per run 1 2 3 4 5 6 7 Total
A 20 11 21 8 4 8 7 8 8 9 52
B 7 14 3 3 4 2 4 2 4 5 24
D 7 9 5 0 16 2 0 2 1 0 21
E 1 6 8 0 2 2 3 3 3 2 15
F 1 1 6 1 0 0 1 0 3 3 8
G 4 7 5 1 0 1 3 5 6 0 16
I 7 16 9 7 4 5 2 7 2 5 32
J 13 12 7 7 2 4 1 5 5 8 32

Mean 60 76 64 27 32 24 21 32 32 32 200

Table 3: Number of artifacts, listed separately for runs 1–3 of the EMG session (columns 2–4) and
for each task. Note the tasks 2 and 3 are the hand motor imagery tasks.

performance.
In the sessions shown in Table 2, one pair of EMG electrodes was placed on each forearm on

either the lateral or medial antibrachial muscle. The EMG time series was high-pass filtered at
0.5 Hz.

To find trials containing EMG artifacts, we used a threshold-based algorithm on the EMG
time series. Because the noise level of the EMG signal varied with time (due to stress on electrode
cables and other effects), we used a sliding window to determine the noise level for each trial
separately and standardised it accordingly. The window size was 250 samples (0.43 s) and the step
size was 50 samples. Each window’s score was computed as the average of the 10 highest peaks.
The window with the lowest value was assumed to be free of artifacts and therefore used as noise
level for the scaling. If the maximum peak in the standardised signal of a particular trial was
further than n standard deviations from the mean, the trial was labelled as an artifact. After a
visual inspection of some artifacts, n was set to 3 for most subjects.

The contaminated trials found by this method are listed in Table 3. Refer to Table 2 to see in
which sessions the EMG was measured.

2.3 Feature extraction and classification

Multiple cross-validation runs were done with the following features extracted from the data: Au-
toregressive (AR) coefficients (model order 2) exclusively, spectral bandpower features exclusively,
phase locking features exclusively, AR coefficients combined with bandpower features, AR coef-
ficients combined with phase locking features, bandpower features combined with phase locking
features.

The feature selection algorithm worked independently of the type of feature in those validations
where multiple feature types were used. Using all the 168 inner channels, there were 336 AR
coefficients in total. The mean number of features selected was 7.7 (±5.4) in the 2-class case and
44 (±27) in the 3-class case.

The best results were obtained by using solely the AR features and will be presented in the
next section.

We performed a nested cross-validation (CV) with a feature selection in the inner loop (re-
cursive feature elimination, 10-fold CV) and 5 outer folds, similar to the method described in [1].
The outer fold consisted of a random split of the data into 80 % train and 20 % test set. To obtain
3-class results, we used the MATLAB spider toolbox [7] implementation of the one-vs-all SVM
with ridge regularisation.

3 Results

The information transfer rate (ITR) measured in bits/minute (we use the Wolpaw bit rate [8]) for
all the binary combinations of the 7 classification tasks are shown in Figure 1. It is interesting
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that the ITR is three times higher after feature selection.
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Figure 1: ITR in bits/minute (mean over 10 subjects) for each 2-class combination shown for all
features and a feature subset. The error bars depict standard error. Bars are labelled with the
class combination.

Subject-specific results for the 3-class and 2-class error estimates can be seen in Table 4. The
column description “Inner channels” refers to the fact that we did not include the outermost MEG
sensors. We do not expect the outer MEG sensors to contribute class-discriminative information,
except possibly for artifacts, which we wanted to preclude anyway. The feature selection is needed
for the online case, where processing speed is important.

3-class 3-class 2-class 2-class
Inner channels Subset of features Inner channels Subset of features

Subject Error Comb. Error Comb. ITR Error Comb. Error Comb. ITR
A 0.34 1–5–6 0.40 3–5–6 1.50 0.19 3–6 0.23 3–6 1.53
B 0.16 2–5–6 0.23 1–2–6 4.00 0.08 2–6 0.11 3–5 3.37
C 0.29 1–5–7 0.29 1–5–7 2.98 0.15 2–5 0.21 2–5 1.77
D 0.32 2–3–6 0.39 3–5–6 1.61 0.22 3–5 0.24 3–5 1.41
E 0.25 2–5–7 0.23 2–5–6 3.94 0.10 1–5 0.14 2–5 2.90
F 0.23 4–5–6 0.23 1–5–6 3.94 0.10 3–5 0.15 3–5 2.65
G 0.16 1–5–6 0.21 4–5–6 4.39 0.06 2–5 0.10 2–5 3.68
H 0.16 1–5–6 0.20 2–5–6 4.70 0.05 3–5 0.09 5–7 3.90
I 0.48 2–3–5 0.50 3–5–6 0.59 0.26 3–5 0.31 2–5 0.75
J 0.09 3–5–6 0.12 3–5–6 6.47 0.03 3–5 0.06 3–6 4.64

Mean 0.25 0.28 3.41 0.12 0.16 2.66

Table 4: Results for the best combination of three classes per subject, in terms of classification
error (and ITR when applying feature selection). The error estimate is by 5-fold cross-validation.
The 2-class results are given as a comparison.

Removal of artifact-trials increased the offline classification error to 0.11 (subject J) and 0.35
(subject D) using all inner channels, and to 0.125 (subject J) and 0.41 (subject D) with feature
selection.

A comparison with other multi-class BCI results is shown in Table 5. The results shown for
our study are after feature selection (which we require for online operation of the BCI). The error
using all inner channels is slighty lower.
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ITR: bits per trial ITR: bits per min
Study Classes worst best mean worst best mean N
Dornhege et al. [3] 3 0.5 1.15 0.78 6.7 15.3 10.32 5
Dornhege et al., feature comb. 3 0.6 1.19 0.92 8.0 15.9 12.2 5
This study 3 0.09 0.95 0.5 0.59 6.47 3.41 10

Table 5: Comparison of 3-class results. The three columns for the bit rates are worst/best/mean
result of the subject population, whose size is given in the final column. Each subject’s best
combination is regarded.

4 Discussion

The analysis of artifacts showed that, with the exception of subject D, the EMG hand movement
artifacts were evenly distributed across all tasks. This implies that hand movements did not
unfairly bias the classifier during the offline analysis. However, we cannot rule out the possiblity
that eye or head movement artifacts could have influenced the result. Furthermore, there is no
guarantee that the subject did not move his/her tongue or feet during the recording.

The error estimates using feature selection are higher than without feature selection in the
2-class as well as the 3-class setting (Table 4). Feature selection is needed for the online BCI to
reduce the computational load, especially if combinations of various feature types are to be used.
The ITR estimates with feature selection are higher in the 3-class setting for all except the worst
two subjects. An online spelling session was performed with one subject up to now.

The task combinations shown in Table 4 are the best on a per-subject basis. It is interesting
to see that for most subjects, a motor task combined with the two non-motor tasks “subtraction”
and “navigation” was the best combination (even though subjects reported difficulties with the
non-motor mental tasks, see Table 2). This might have to do with the fact that cortical activation
for these tasks is spatially far apart - we plan to investigate this in more detail. The best 2-class
pairs were “subtraction” together with a motor task in eight of ten cases. This is in contrast
to [5], where the most discriminable pair consisted of two non-motor tasks. The difference could
be explained by the fact that (1) we did not include the “auditory” task, or (2) we allowed
functional motor tasks (subjects A, B, F, H, J used functional motor tasks for the hand imagery).
Our results suggest that some patterns of class combinations exist that generally lead to a higher
discriminability (motor/non-motor task combination).

We acknowledge the fact that measuring MEG in people from the current target group for
BCIs, namely paralyzed patients, is expensive and time-consuming. However, the focus of this
study was to explore the multi-class paradigm. Furthermore, future BCIs may be based on a
contactless measuring technique similar to MEG.

5 Conclusion

The bit rates found for the 3-class setting presented in this study are an improvement over the
2-class results, yet must still be compared with other studies. Additionally, a comparison with
existing 3-class BCIs based on motor imagery alone has to be undertaken. This could show whether
there is an advantage to using non-motor tasks combined with motor tasks, as suggested by the
results presented here.

We found that it is possible to select a subset from a larger group of mental tasks individually
to obtain a higher bit rate for each BCI user. In the offline analysis, eight subjects benefit by
using a 3-task combination instead of binary decision tasks. The mean improvement in the ITR
for these eight subjects is 32 % when using 3 classes instead of 2. This motivates us to continue
measurements where the subjects spell a word by selecting letters from a ternary decision tree.

Acknowledgments: The authors thank J. Hill for providing analysis software and M. Spüler for
his assistance in preparing the results and programming the online interface.
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Abstract

Brain-computer interfaces (BCIs), as any other interaction modality based on physiological
signals and body channels (e. g., muscular activity, speech and gestures), are prone to errors
in the recognition of subject’s intent. An elegant approach to improve the accuracy of BCIs
consists of a verification procedure directly based on the presence of error-related potentials
(ErrP) in the EEG recorded right after the occurrence of an error. Two healthy volunteer
subjects with little prior BCI experience participated in a real-time human-robot interaction
experiment where they were asked to mentally move a cursor towards a target that can be
reached within a few steps using motor imagery. These experiments confirm the previously
reported presence of a new kind of ErrP. These “Interaction ErrP” exhibit a first sharp
negative peak followed by a positive peak and a second broader negative peak (∼270, ∼330
and ∼430 ms after the feedback, respectively). The objective of the present study was to
simultaneously detect erroneous responses of the interface and classifying motor imagery at
the level of single trials in a real-time system. We have achieved online an average recognition
rate of correct and erroneous single trials of 84.7 % and 78.8 %, respectively. The off-line
post-analysis showed that the BCI error rate without the integration of ErrP detection is
around 30 % for both subjects. However, when integrating ErrP detection, the average online
error rate drops to 7 %, multiplying the bit rate by more than 3. These results show that
it’s possible to simultaneously extract in real-time useful information for mental control to
operate a brain-actuated device as well as correlates of cognitive states such as error-related
potentials to improve the quality of the brain-computer interaction.

1 Introduction

People with severe motor disabilities (spinal cord injury (SCI), amyotrophic lateral sclerosis (ALS),
etc.) need alternative ways of communication and control for their everyday life. Over the past
two decades, numerous studies proposed electroencephalogram (EEG) activity for direct brain-
computer interaction [1, 2]. EEG-based brain-computer interfaces (BCIs) provide disabled people
with new tools for control and communication and are promising alternatives to invasive meth-
ods. However, as any other interaction modality based on physiological signals and body channels
(e. g., muscular activity, speech and gestures), BCIs are prone to errors in the recognition of sub-
ject’s intent, and those errors can be frequent. Indeed, even well-trained subjects rarely reach
100 % of success. In contrast to other interaction modalities, a unique feature of the “brain chan-
nel” is that it conveys both information from which we can derive mental control commands to
operate a brain-actuated device as well as information about cognitive states that are crucial for
a purposeful interaction, all this on the millisecond range. One of these states is the awareness
of erroneous responses, which a number of groups have recently started to explore as a way to
improve the performance of BCIs [3, 4, 5, 6, 7].
In particular, [6] recently reported the presence of error-related potentials (ErrP) elicited by erro-
neous feedback provided by a BCI during the recognition of the subject’s intent. In this off-line
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Figure 1: Timing of the protocol.

study, six subjects were asked to mentally drive a cursor towards targets that can be reached
within a few steps using motor imagery. However, since the subjects had no prior BCI experience,
the system was not moving the cursor following the mental commands of the subject, but with a
20 % error rate, to avoid random or totally biased behavior of the cursor. The main components
of these “Interaction ErrP” are a negative peak 290 ms after the feedback, a positive peak 350 ms
after the feedback and a second broader negative peak 470 ms after the feedback. This study shows
the feasibility of simultaneously and satisfactorily detecting erroneous responses of the interface
and classifying motor imagery for device control at the level of single trials. Indeed, the recognition
rate of correct and erroneous single trials are 81.8 % and 76.2 %, respectively while the average
recognition rate of the subject’s intent is 73.1 %. Finally, the average theoretical increase of the
BCI performance (in terms of bit rate) when integrating ErrP detection is over 100 %.
The objective of the present study is to simultaneously detect erroneous responses of the interface
and classifying motor imagery at the level of single trials in a real-time BCI system. In this paper
we report new experimental results recorded with two healthy volunteer subjects with little prior
BCI experience during a simple real-time human-robot interaction that confirm similar results
obtained off-line [6], as explained above. We have achieved online an average recognition rate of
correct and erroneous single trials of 84.7 % and 78.8 %, respectively. The off-line post-analysis
showed that the BCI error rate without the integration of ErrP detection is around 30 % for both
subjects. However, when integrating ErrP detection, the average online error rate drops to 7 %,
multiplying the bit rate by more than 3. These results confirm that it’s possible to simultaneously
extract in real-time useful information for mental control to operate a brain-actuated device as
well as correlates of cognitive states such as error-related potentials to improve the quality of the
brain-computer interaction.

2 Materials and methods

To test the ability of BCI users to concentrate simultaneously on a mental task and to be aware
of the BCI feedback at each single trial, we have simulated a human-robot interaction task where
the subject has to bring the robot to targets located 3 steps away, either to the left or to the right.
This virtual interaction is implemented by means of a green square cursor that can appear on any
of 20 positions along a horizontal line. The goal with this protocol is to bring the cursor to a
target that randomly appears either on the left (blue square) or on the right (red square) of the
cursor. The target is no further away than 3 positions from the cursor (symbolizing the current
position of the robot). This prevents the subject from habituation to one of the stimuli since the
cursor reaches the target within a small number of steps. Each target corresponds to a specific
mental task. Subjects were asked to imagine a movement of their left hand for the left target and
to imagine a movement of their right foot for the right target.

198

4th Int. BCI Workshop & Training Course 2008



 

 

 

Subject 1 (Cz, C2, C4 and 12 Hz, 14 Hz)
I II III IV Average SD

ErrP detection
Error trials [%] 74.8 83.7 76.1 67.5 75.5 6.6

Correct trials [%] 88.3 82.1 91.1 81.6 85.8 4.7

BCI without ErrP
Error rate [%] 33.0 27.5 34.3 39.0 33.5 4.7

Rejection rate [%] 0.0 0.0 0.0 0.0 0.0 0.0

BCI with ErrP
Error rate [%] 8.3 4.5 8.2 12.7 8.4 3.4

Rejection rate [%] 32.5 36.0 32.0 37.6 34.5 2.7

Performance
BpT initial 0.09 0.15 0.07 0.04 0.09 0.05
BpT final 0.31 0.41 0.32 0.17 0.30 0.10

Increase [%] 244 173 357 325 275 83

Subject 2 (Cz, C4, CP4 and 12 Hz, 24 Hz, 26 Hz)
I II III IV Average SD

ErrP detection
Error trials [%] 94.8 76.6 76.5 80.2 82.0 8.7

Correct trials [%] 68.0 88.5 86.1 91.4 83.5 10.6

BCI without ErrP
Error rate [%] 31.3 30.2 31.1 29.2 30.5 1.0

Rejection rate [%] 0.0 0.0 0.0 0.0 0.0 0.0

BCI with ErrP
Error rate [%] 1.6 7.6 7.6 5.8 5.7 2.8

Rejection rate [%] 51.6 32.5 33.1 29.5 36.7 10.1

Performance
BpT initial 0.10 0.12 0.11 0.13 0.12 0.01
BpT final 0.38 0.36 0.33 0.42 0.37 0.04

Increase [%] 280 200 200 223 226 38

Table 1: Classification rates and performance increase. For both subjects, this table presents
the classification rates for ErrP detection (error and correct single trials) for the four groups of
recordings and for the average of them. It also shows the error rates and the rejection rates for
motor imagery, with and without ErrP detection. Finally the increase in performance is also
shown. The ErrP detection rate is around 80 % and the error rate of the standard BCI is around
30 %. When integrating ErrP detection, this error rate is below 10 % with an acceptable rejection
rate of 30–35 %. Finally, for both subjects the bit rate is multiplied by more than 3 when using
ErrP detection.

After the presentation of the target, the subject focuses on the corresponding mental task until
the cursor moves. The system uses a 1 second window to determine the subject’s intent. Then
the system uses a 400 ms window to detect the presence of ErrP just after the presentation of the
feedback (movement of the cursor). If no ErrP are detected, nothing happens and about 600 ms
later, the system starts to accumulate data for the next classification of motor imagery. If ErrP are
detected, the movement is canceled, and again after about 600 ms the system starts accumulating
data for the next step. Figure 1 illustrates this timing. At t = 0, the target is 3 steps on the right
of the cursor. The subject is therefore imagining a movement of his right foot. At t = 1 second,
the system makes a mistake and moves the cursor to the left while the subject was imagining a
movement of his right foot. At t = 1.4 second, the system detects ErrP and cancels the wrong
movement. It is to note that the system is only canceling the movement, not replacing the wrong
command (left) by the opposite one (right). After a delay of about 600 ms, the system starts
accumulating data for the next motor imagery classification, i. e. for the next single trial.

In any case, the cursor is moving on average every 2 seconds, and some movements are canceled
if ErrP are detected. When the cursor reached a target, it briefly turned from green to light green
and then a new target is randomly selected by the system. If the cursor didn’t reach the target
after 10 steps, a new target is selected. Two healthy volunteer subjects performed 10 sessions of
15 targets (∼ 90 single trials per session) on 2 different days, the delay between the two days of
measurements was about 2 weeks. The 20 sessions were split into 4 groups of 5. For the first
day (Groups I & II) we used classifiers built with data recorded during a previous off-line study
described above [6], and for the second day (Groups III & IV) we used the data of the first day
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to build classifiers. This rule applies for both motor imagery classification and for ErrP detection.
The data acquisition and processing as well as the classification procedures can be found in [6].
For both subjects we used a 150 ms window starting 250 ms after the feedback for channels FCz
and Cz for ErrP detection. For motor imagery classification, we used EEG channels Cz, C2, C4
and frequencies 12 Hz, 14 Hz for Subject I and EEG channels Cz, C4, CP4 and frequencies 12 Hz,
24 Hz, 26 Hz for Subject II.

3 Results

3.1 Performances

For both subjects, Table 2 shows the classification rates for ErrP detection (error and correct
single trials) for the four groups of recordings and for the average of them. It also shows the error
rates and the rejection rates for motor imagery, with and without ErrP detection. Finally the
increase in performance expressed in bits per trials (BpT) is also shown. For both subjects, ErrP
detection rate is around 80 % and pretty stable over the different groups. Without the use of ErrP
detection, Subject I shows a stable error rate of 34 % for motor imagery, whereas for Subject II
this rate is just above 30 %. These rates are relatively high for a two tasks BCI, but keeping in
mind that the subjects had very little BCI experience and that these are real-time experiments
performed using classifiers built with data from previous sessions recorded several weeks before,
they are satisfactory. When integrating ErrP detection, the error rates drop below 10 % for both
subjects with acceptable rejection rates around 35 %. This clearly shows the benefit of using ErrP
detection to filter out wrong decisions. This benefit is clear in term of performance, the bit rate
is multiplied by more than 3 for both subjects.

3.2 Motor imagery

Subjects were asked to imagine a movement of their left hand when the left target was proposed
and to imagine a movement of their right foot when the right target was proposed. The most
relevant EEG channels and frequencies were selected by a simple feature selection algorithm based
on the overlap of the distributions of the different classes. The data recorded during the off-line
study [6] mentioned in Section 1 and 2 was used to select the relevant features (EEG electrodes
and frequencies) for motor imagery classification as well as to build the initial statistical classifier
used for these real-time experiments. For Subject I the relevant features are EEG channels Cz, C2,
C4 and frequencies 12 Hz, 14 Hz whereas for Subject II we used EEG channels Cz, C4, CP4 and
frequencies 12 Hz, 24 Hz, 26 Hz. Previous studies confirm these results. Indeed, alpha and beta
rhythm over left and/or right sensorimotor cortex have been successfully used for BCI control [8].
Event-related de-synchronization (ERD) and synchronization (ERS) refer to large-scale changes in
neural processing. During periods of inactivity, brain areas are in a kind of idling state with large
populations of neurons firing in synchrony resulting in an increase of amplitude of specific alpha
(8–12 Hz) and beta (12–26 Hz) bands. During activity, populations of neurons work at their own
pace and the power of this idling state is reduced, the cortex has become de-synchronized [9, 10].
In our case, the most relevant electrodes for both subjects are in the C4 and Cz area. These
locations confirm previous studies since C3 and C4 areas usually show ERD/ERS during hands
movement or imagination whereas foot movement or imagination are focused in the Cz area [9, 10].

Figure 2 shows the discriminant power (DP) of frequencies (top) and electrodes (bottom) for
both subject. The DP was calculated off-line after the real-time recordings to check the stability of
the selected features. For Subject I, the best frequencies are 12 Hz and 14 Hz, whereas for Subject
II the best ones are 12 Hz, 24 Hz and 26 Hz. This matches exactly the selected frequencies. For
both subjects, the best EEG electrodes are located around C4, matching relatively well the selected
ones. These results indicates that the relevant features are stable over time.
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Figure 2: Top: Discriminant power (DP) of frequencies. Sensory motor rhythm (12–
16 Hz) and some beta components are discriminant. Bottom: Discriminant power
(DP) of electrodes. The most relevant electrodes are in the central area (C4 and Cz)
according to the ERD/ERD location for hand and foot movement or imagination.

Figure 3: Grand averages of error trials, of correct trials and the difference error-minus-correct for
channel FCz for both subjects. Both subjects show similar ErrP time courses whose amplitudes
slightly differ from one subject to the other.

3.3 Error-related potentials

Figure 3 shows the grand averages of error trials, of correct trials and the difference error-minus-
correct for channel FCz for both subjects). A first small positive peak shows up about ∼ 200 ms
after the feedback (t = 0). A negative peak clearly appears ∼ 270 ms after the feedback. This
negative peak is followed by a positive peak ∼ 330 ms after the feedback. Finally, a second negative
peak appears ∼ 430 ms after the feedback. Both subjects show very similar ErrP time courses
whose amplitudes slightly differ from one subject to the other. These experiments seem to confirm
the existence of a new kind of error-related potentials [7].

4 Discussion

In this study we have closed the loop using a previously described protocol [6] for real-time
experimentations, i. e. with statistical classifiers for motor imagery and ErrP detection running in
real-time and simultaneously. Two subjects were able to control the cursor using motor imagery
with an average accuracy just below 70 %. In parallel, the system was able to detect the presence
of ErrP with an accuracy above 80 % to improve the quality of the brain-computer interaction.
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Indeed, in terms of bit rate, the integration of ErrP detection multiplies the performance by a
factor 3. The features used for classification were those selected in [6]. They show a relatively
good stability, in particular the potentials used for ErrP detection.
More generally, the ErrP potentials described in this study are relatively similar for all subjects.
We could therefore maybe build a general ErrP classifier that we would use for all subjects.
This would simplify the training sessions, since no preliminary ErrP recordings to build classifiers
would be needed anymore. The duration of the window used for motor imagery classification was
1 second. This could probably be shortened to 0.5 second or maybe even less without decreasing
performances, so that if we reduce the delay after ErrP detection, we could be able to deliver
a feedback almost every second. In this study, ErrP detection was used to filter out erroneous
responses of the system. ErrP could also be used as learning signals for an unsupervised online
adaptation of the BCI classifier. Finally, the work described in this paper suggests that it could be
possible to recognize in real-time high-level cognitive and emotional states from EEG (as opposed,
and in addition, to motor commands) such as alarm, fatigue, frustration, confusion, or attention
that are crucial for an effective and purposeful interaction. Indeed, the rapid recognition of these
states will lead to truly adaptive interfaces that customize dynamically in response to changes of
the cognitive and emotional/affective states of the user.
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Abstract

Multi-class EEG-based BCIs (brain-computer interfaces) usually use a set of different
mental tasks to generate different commands. This study shows that, after training with a
specially designed BCI paradigm using one motor imagery, humans can learn to predict the
time course of band power features of the EEG signals. With this newly-obtained prediction
skill, subjects can use only one motor imagery to select one of the four targets on screen
in each trial that lasts 3.4 seconds on average, which is functionally analogous to a 4-class
synchronous BCI.

1 Introduction

Most of the current EEG (electroencephalogram)-based BCI systems use various mental tasks,
which are classified and translated into different computer commands using various pattern clas-
sification algorithms. An increased number of mental tasks or brain patterns, if classified reliably,
can potentially boost the communication speed of the BCI systems. This is because as the number
of classes grows, the potential number of class combinations grows exponentially. Unfortunately,
with the number of classes increased, the accuracy of the BCI decreases evidently because every
additional EEG pattern to be classified brings up more difficulty to the classifier. Most BCIs use
synchronous paradigms, where the control is externally paced. In each trial, there is a cue telling
the user to start the desired mental state/task and keep it for some predefined length of time. The
EEG phenomena and the system are time-locked to the cue. A trial lasts a relatively long period,
from 4 to 10 or more seconds, because the EEG phenomena need time to develop and recover. In
this study, we have designed a new synchronous BCI paradigm that can realize the function of a
4-class BCI but use only one motor imagery. The study presented in this paper shows that, after
training with a specially designed BCI paradigm, humans can learn to predict the time course of
band power feature of the EEG signals. It is also shown that, with this newly-obtained prediction
skill, subjects can use one motor imagery only to choose one of the four targets on screen in each
trial that lasts 3.4 seconds on average. The BCI paradigm in this study is different from other
synchronous BCIs in that it explicitly depends on subjects’ prediction skill in the control of the
EEG pattern.

2 Synchronous experiments

There are two BCI paradigms used in this study. One is a conventional synchronous paradigm
which is used to collect offline data for each subject. The other is our specially designed prediction
paradigm which will be described later in the next section. Before taking part in the motor
prediction experiment, three healthy subjects (one is female) participated in two-day synchronous
experiments.
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2.1 The first day synchronous experiments

In each experiment, the subject sat in a comfortable arm chair, one meter away from a 19 inch
screen. EEG signals were recorded from 5 channels of bipolar electrode positions with respect to the
international 10–20 systems: FC3–PC3, FC1–PC1, Cz–Pz, FC2–PC2, FC4–PC4. The recording
was made with a 16-channel EEG amplifier from g.tec. The EEG was sampled at 250 Hz. The
first-day synchronous experiment consisted of 8 runs with 20 trials each. In each trial, from t = 3 s
an arrow pointing to down or a circle was displayed on the screen. The subject was instructed to
imagine feet movement or relax until t = 8 s. This paradigm is similar to that reported in [1]. The
band power of each channel is calculated using the same method of [2].
The time-frequency maps of the band power were calculated using the data collected from the
first-day synchronous experiment for each subject. By visually checking these maps, we chose the
band power of one or two frequency bands for each subject as the features. These band power
features of the recorded EEG data were used to train an LDA (Linear Discriminant Analysis)
classifier for each subject, which can be described as

F =
∑

WiBi + C (1)

where F is the LDA score, Wi is the weight for the ith band power feature, Bi is the band power
of the selected band of a channel, and C is a constant. The value of F calculated online will be
used as the online feedback in the second day experiments and the motor prediction experiments
later on. For each subject, after trained with the data of the first-day synchronous experiments,
the values of Wi and C were fixed in all subsequent experiments of this subject.

2.2 The second day synchronous experiments

On the second day, the subjects continued to take part in synchronous BCI experiments. The
paradigm was similar to that of the first day and each trial still lasted 8 seconds. But, this time,
a feedback bar was displayed on the screen from t = 3 s to t = 8 s. Its length was proportional
to the band power calculated online from the single frequency band of the single channel chosen
for the subject. In each trial, at second 3, a cue appeared on the screen. The cue was randomly
chosen by the system to be an arrow or a circle. If the cue is an arrow, the subject should start a
motor imagery of feet immediately and try to make the feedback bar over the threshold as soon
as possible. If the cue is a circle, the subject should relax and perform no motor imagery.
The threshold for the feedback of each subject is calibrated daily in all experiments. Before
experiments on a day, the subject was instructed to keep relaxing without performing any motor
imagery for 3 minutes. The band power of the selected single band from the single channel was
calculated sample by sample using the data recorded from this 3-minutes idling period. Then the
mean, m, and standard deviation, S, of the band power were calculated. The threshold for that
day’s experiments, T, was set to:

T = m+ α · S (2)

where α is a constant and is manually set by trial and error in experiments, which were chosen
to be 3.5 in the second-day experiments and all later experiments using the motor prediction
paradigm.
The aim of the synchronous experiments is to make the subject familiar with how fast the feedback
bar responds to his motor imagery of feet. The time course of the LDA score averaged from 80
or 60 trials of motor imagery of feet of each subject in the second-day experiments is shown in
Figure 1. It can be seen that the averaged LDA score (feedback) needs about 1.5–2.1 seconds after
the cue to reach the threshold. This time- length for the development of band power features is
in agreement with experimental results of other BCI studies involving motor imagery of feet in
healthy subjects [3, 4] and a tetraplegic patient [5].
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Figure 1: The time course of the LDA score of the second-day experiments (averaged over 80 trials
for subjects 1 and 3, and 60 trials for subject 3) : (A) Subject 1, (B) Subject 2, (C) Subject 3.
The red line is the threshold.

Figure 2: The feedback bar, the cursor, and the target areas (A, B, C, D) shown on the screen.
The target selected by the system in a trial (here, it’s the “C” area) was highlighted.

3 Prediction experiments

On the third day, the subjects participated in online motor prediction experiments. In this
paradigm, a straight horizontal line with a triangle cursor on it was displayed on the screen
(see Figure 2). The straight line was equally divided to 6 areas. The 3rd, 4th, 5th, and 6th areas
were labeled with A, B, C, D, respectively, and used as the four target areas. Beside the straight
line there is a feedback bar whose height is proportional to a weighted combination of the band
power of the 5-channel EEG signals (see Equation 1), which is the same as the feedback bar in
the second day experiments.

In this online prediction training experiments, each trial lasts no more than 4.8 seconds, and
there is a break of 5–6 seconds between trials. At the beginning of each trial, there is a sound
alert, and a target area randomly chosen by the system was highlighted. At the same time, the
cursor appeared at the left end of the straight line and started moving along the line at a fixed
speed of 0.8 seconds per area (4.8 seconds for all 6 areas). Whenever the feedback bar was over
a threshold for 0.1 seconds, the cursor stopped moving and the trial was finished. If the feedback
bar was not over the threshold in a trial, the trial would end when the cursor reached the right
end of the straight line (which was 4.8 seconds). A trial was regarded as a successful one only if
the cursor was stopped in the highlighted target area during that trial. All the following occasions
were regarded as a failed trial: (1) the cursor was stopped before entering the target area (see
Figure 2); (2) the cursor stopped in a wrong target area (not the highlighted one); (3) the cursor
was not stopped during the trial.
The task of the subject is to make the cursor stop in the highlighted target area by controlling
the feedback bar using motor imagery of feet. Because the moving cursor only stays in the target
area for 0.8 seconds during each trial and the combined band power feature of motor imagery
(the feedback bar) needs about 1.5–2.1 seconds to develop to reach the threshold (see Figure 1),
the subject has to start motor imagery well before the cursor enters the target area. But exactly
how much in advance the subject should start the motor imagery is a prediction skill, which the
subject must learn in the training using this paradigm.
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Figure 3: The LDA score (feedback) recorded form the 100 trials of each subject.

After one hour of free training with this prediction paradigm, each subject took part in five sessions
of online experiments for evaluating how accurate the subjects can choose targets by the newly
obtained prediction skill. Each session had 20 trials. Although the target was chosen randomly
in each trial, the number of trials in each session for each target area is 5. The LDA scores of
the five sessions (100 trials) from each subject are shown in Figure 3. For each subject, the LDA
score (feedback) recorded from 0 s to 4.8 s in each trial were grouped to be shown in Figure 3 A,
B, C and D, respectively, according to the highlighted target of that trial (A, B, C, or D). For
example, the left figure in Figure 3 A shows all the 25 trials of subject 1 in which the target chosen
by the system was target A. The thick black lines in Figure 3 A–D were the averaged LDA scores
of each target group. They are also redrawn in Figure 3 3E and labeled with their corresponding
targets, A, B, C, and D, in order to show more clearly the timing differences between the four
target groups of trials. The accuracy of each subject over the five sessions (100 trials) were 72 %,
59 %, 67 % for subjects 1, 2, and 3, respectively, which are much higher than the chance rate (25 %
for a four-class problem, or 16.7 % for each of the 6 areas in Figure 2). The averaged time-length
of all 300 trials for the three subjects is 3.4 seconds.

4 Conclusion

This study has revealed that the prediction capability can be trained for subjects to predict the
time course of the band power feature in the EEG signals. It has also been shown that subjects
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can employ this newly obtained prediction skill to realize the function of a 4-class synchronous
BCI while using one motor imagery.
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Abstract

In the present study, we propose a novel approach to training motor imagery tasks in EEG-
based brain computer interface (BCI), based on a recent technique named a real-time cortical
rhythmic activity monitoring system. In this preliminary experimental study, four healthy
participants, who had difficulty in performing the motor imagery tasks, could successfully
perform the motor imagery tasks after only a few training sessions. We recorded continuous
EEG signals while the subjects were imagining left or right hand movements, before and
after the training session. The subjects’ intentions were then detected using a conventional
time-frequency analysis technique. The analysis results showed significant differences at mu
rhythm between signals obtained before and after the training session. These preliminary
results demonstrated that our proposed system is effective in training motor imagery tasks
for BCI applications.

1 Introduction

There are many people with disabilities who cannot freely move or control their specific parts of
the body. Brain-computer interface (BCI) can help them to drive external devices using their
brain activities without any actual movements of the body [1]. Diverse kinds of brain activities
have been used to realize BCI such as slow cortical potential [2], P300 [3], steady-state visual
evoked potential (SSVEP) [4, 5, 6], and so on. Among them, one of the most widely used brain
activities in BCI applications has been the mu rhythm related with motor actions or motor imagery
(MI) [7, 8], which has peaks around 10 Hz (alpha) and 20 Hz (beta) and is generated around motor
cortex [7, 8, 9]. The mu rhythm can be voluntarily generated by subjects with quicker response
time than the other brain activities.
However, it is still very difficult to make a subject get the feel of MI which can generate a mu-
rhythm activity on motor cortex without any actual movements of the body. When subjects are
asked to perform MI, most of them do not recognize how to have a concrete feeling of MI and tend
to imagine the image of moving their hands or legs [7]. Therefore, one of the challenging issues in
EEG-based BCI is how well we can train subjects to perform the MI task.
Over the last decade, various feedback systems for the MI training have been proposed, most of
which were based on visual [8, 10, 11, 12] or auditory feedbacks [12, 13]. Suppose that subjects
are instructed to perform MI of left or right hand. In the conventional feedback system, reference
features for each left and right hand MI are extracted and the subjects’ intentions are classified by
comparing the reference features with the current features. The subjects then get visual or auditory
feedback according to the classification results. Although in this example it may be sometimes
possible to categorize the subjects’ intentions, it is difficult to conclude that the subjects actually
performed MI tasks without an off-line analysis of the stored EEG data. According to Pfurscheller
and Neuper [14], some subjects cannot generate a typical activity patterns on motor cortex, even
after extensive MI training processes. One typical reason of the wrong MI is that subjects imagine
visual image of the movement itself (visual motor imagery: VMI), which generates completely
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different brain activity patterns from MI [7]. Therefore, even when each subject attempts a
same MI task, individual differences are observed because the results depend on their feeling and
perception about MI (i. e., large inter-subject variability), as described by Annett [15].
In the present study, we propose a kind of neurofeedback system to train MI using the real-time
cortical rhythmic activity monitoring system recently introduced by the authors [16]. The real-
time monitoring system can visualize spatiotemporal changes of cortical rhythmic activity of a
specific frequency band on a subject’s cortical surface, not on the subject’s scalp surface, with a
high resolution. In our experiment, able-bodied four volunteers, who had no experience of BCI
experiments before, were asked to imagine either left or right hand movement while they were
watching their cortical activation maps through the real-time monitoring system. During the
experiment, they tried to increase mu-rhythm (8–12 Hz) activation around the motor cortex. We
investigated the changes of mu-rhythm activities in the time-frequency domain before and after
the MI training to demonstrate the effect of our MI training system.

2 Materials and methods

2.1 Experimental environments

Four healthy participants (all male, 26 years old and right handed) took part in this experiment.
None of them had a previous history of neurological, psychiatric or other severe diseases and they
had signed a written consent. All subjects had not known the preliminary background knowledge
about BCI and they had never participated in any experiments related to EEG or neurofeedback
system. The experiments were conducted in the Bioelectromagnitcs and Neuroimaging Laboratory
of Yonsei University. EEG was recorded at 15 electrode locations (Cz, C1, C2, C3, C4, CPz, CP1,
CP2, CP3, CP4, FCz, FC1, FC2, FC3, FC4) using 32-channel EEG acquisition system (WEEG-
32, Laxtha Inc., Daejeon, Korea) with a sampling rate of 256 Hz. We also recorded EMG at both
forearms in order to observe the subjects’ movements during MI.
The experiment consisted of two parts: training session and data acquisition session. One subject
(EB) participated in five 0.5 h training sessions on separate days. The others had only one 30
minute training session. In the training session, all subjects sat on an armchair facing 17 inch
monitor and watched time-varying maps of their cortical rhythmic activity updated every 350 ms,
while they were attempting either left or right hand MI. In the data acquisition session, continuous
EEG data were recorded before and after the training session with our experimental paradigm to
examine the MI training effect.

2.2 EEG-based real-time cortical rhythmic activity monitoring system

An EEG-based real time cortical rhythmic activity monitoring system which was used in the
training session consists of three parts: data acquisition, pre-processing, and real-time processing
including visualization. In the data acquisition part, a subject’s structural magnetic resonance
imaging (sMRI) data are acquired prior to the EEG data recording and then the relative locations
of the electrodes and important anatomical landmarks are measured using a 3D digitizer system
after multi-channel EEG electrodes are attached on the subject’s scalp. The sMRI data and elec-
trode configurations are then transferred to the pre-processing part. If the individual subject’s
sMRI data were not available, MNI standard brain was utilized. The pre-processing part plays a
role in constructing an inverse operator in which the subject’s anatomical information is reflected.
Once the linear inverse operator is constructed and saved to a data-storage unit, spatiotemporal
changes of cortical rhythmic activities can be monitored in real time by means of a unified process-
ing and visualization part. The processing and visualization part is composed of three independent
programs: the FFT program, the frequency domain minimum norm estimation (FD-MNE) solver
and the visualization program – which are executed one after the other at each time slice [13].
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Figure 1: Screenshots of real-time cortical mu-rhythm activation monitoring: (left) normal cortical
activation map, (right) cortical activation map during motor imagery.

Figure 2: Experimental paradigm.

2.3 Training session

All participants first observed their brain activity maps on the sensorimotor cortex when they
actually raise their left or right hand. We then instructed them to remember the feeling of their
motor movement and perform left or right hand MI. In the beginning of the training session, all
of them failed to generate the brain activity maps around the sensorimotor cortex. Through the
repetitive trials, however, all subjects succeeded in generating brain activity on their sensorimotor
cortex without any actual movement. Figure 1 shows the screenshots of the experiment, where a
subject, EB, activated his motor cortex without actual movements.

2.4 Data acquisition

EEG was recorded before and after the training session to confirm the effect of our MI training.
Figure 2 shows the experimental paradigm used in the present study. During the first 3 s, a gray
blank appeared. A circle with a checkerboard pattern then appeared randomly on either left or
right side of the screen for next 0.25 s, indicating which hand movement a subject has to imagine.
After 1 s preparation time, a letter ‘X’ appeared and lasted for 0.25 s. At that time, the subject
was asked to perform either left or right hand MI. This paradigm was repeated 180 times, when
90 trials were for the right hand MI and the other 90 trials were for the left hand MI.

2.5 Data analysis

We have used a 3 s segment depicted in Figure 2 for the data analysis because a subject might
start the imagination right after a circle with a checkerboard pattern appeared [17]. The raw
EEG signals were converted to common average reference (CAR) to compensate common noise
components. The CAR method has shown good performance for the noise reduction purpose along
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Figure 3: Distribution of time-frequency patterns showing significant difference (p < 0.05, black
rectangles) between right and left hand motor imagery. ‘A’, ‘B’, ‘C’ and ‘D’ show the time-
frequency patterns of each subject before and after the training session.

with surface Laplacian filtering [18, 19].
For the time-frequency analysis, we used fourth order Butterworth band-pass filters, in which the
span of a frequency band was 2 Hz with 50 % overlapping. The selected frequency bands were
6–30 Hz, including mu and beta bands. In order to reduce the sampling rate containing original
information of EEG signals, envelopes of the signals were calculated at each bin. Moving average
filter was then applied to the time domain signals with 400 ms intervals to smooth the envelopes.
Finally, we obtained a new time-frequency pattern map by integrating the enveloped signals at
each time segment and bin. Two-tailed t-test was then applied to every possible combination of
frequency bins, time segments, and electrodes in order to find the combinations showing significant
differences (p < 0.05) between left and right hand MI. EMG power recorded during MI was
compared with that recorded before MI, to check if the subjects actually moved their hands
during the experiment.

3 Results

Figure 3 shows all subjects’ time-frequency maps, where black colors represent time-frequency
blocks which showed significant difference (p < 0.05) between left and right MI. After the training
session, the number of black blocks was increased in most electrode positions of all four subjects.
As seen in the figure, the time-frequency map did not show any distinguished feature before the
training session. On the contrary, we can observe that the number of the black blocks was increased
and the blocks were clustered around the mu rhythm (10 and 20 Hz) after the training session,
which indirectly demonstrates that the subject succeeded in performing MI. Figure 4 shows the
change of EMG power (integration of 3 s EMG segments) recorded before and during MI. The
results verify that the all subjects did not move their hands during the MI experiments.
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Figure 4: Relative EMG power of each subject recorded before and during the motor imagery
task.

4 Conclusion

In the present study, we proposed a novel motor imagery training system for EEG-based BCI on
the basis of a real-time cortical rhythmic activity monitoring system. A subject could get the
feel of motor imagery while he was trying to activate his motor cortex presented in the computer
screen. From the preliminary experimental results obtained from four subjects, we could confirm
that our training system is effective in training MI to subjects who have not experienced BCI.
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1Fraunhofer First, Kekuléstr. 7, 12489 Berlin, Germany
2Technical University, Franklinstr. 28/29, 10587 Berlin, Germany

fazli@first.fhg.de

Abstract

Finding suitable subject-dependent temporal and spatial filters is of paramount impor-
tance for achieving high information transfer rates in BCI systems, depending on event-related
(de-)synchronization (ERD/ERS). The temporal filter can be chosen manually, or automati-
cally by use of a heuristic. We employ a multi-classifier system (MCS), based on a predefined
filter-bank of temporal filters and apply it to 91 datasets, comprising 2-class experiments from
45 subjects. Our results indicate that this approach is a viable alternative to existing methods
and can completely automate the temporal filter choice while promising higher performance
than either a broad, subject-independent frequency band choice or the current heuristic.

1 Introduction

Classical BCI systems relied on subject-training, i. e. the subject was equipped with a BCI sys-
tem and had to adapt to the system in order to learn how to use it, a method termed operant
conditioning [1, 2]. Reducing the subject-training time has been and is still one of the goals of
the BCI community, for the achievement of which Machine learning has proved to be a suitable
method [3, 4]. Very recently, a technique emerged, where reusage of subject-specific training data
of previous sessions is utilized, not only enabling expert BCI subjects to engage in feedback ses-
sions without the need of a calibration session, but also yielding highly competitive accuracies [5].
However, for näıve users, ERD-based BCI systems such as the Berlin Brain Computer Interface
(BBCI) require a calibration phase, where the subject is instructed to imagine movements of their
respective limbs a number of times. The types of imaginations, called classes, are chosen with
respect to their topography on the motor-cortex. This calibration data is then examined and
machine learning methods are employed to build subject-dependent spatial and temporal filters
as well as a classifier, in order to be able to discriminate the classes as accurately as possible in a
real-time feedback paradigm.
Instead of using a single temporal filter that can be identified heuristically or adjusted manually

via an expert user from the calibration data, we identified multiple temporal filters which have
proven to be effective over a large set of subjects. As can be seen in Figure 1, the calibration
data are filtered by one of the predefined temporal filters. Subsequently, corresponding spatial
filters and classifiers are calculated for each of the given temporal filters. The individual outputs
thus obtained are then combined by a final gating function to yield the resulting output. The
final gating function may be a simple voting scheme, but can also be designed in a more complex
fashion.
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Figure 1: The flowchart shows the general setup of the method. Data is run through predefined
temporal filters, and subsequently filtered by a spatial filter, which was obtained by the training
set and classified, once the spectral power has been estimated. A gating function combines the
outputs from the individual classifiers to a single output.

number of datasets/subject 1 2 3 5 8 9 13
occurance 32 5 3 2 1 1 1
percentage [%] 39.0 11.0 11.6 12.5 6.8 8.0 11.1

Table 1: The first row gives the numbers of experiments that exist for a single subject, while the
second row shows how often this occurs, i. e. 32 times a particular subject carried out only a single
experiment, 5 subjects carried out 2 experiments, and so on. The third row show the percentage
of all trials that fall into each category (not every experiment contains the same number of trials).

2 Methods

2.1 Datasets used

We used 91 experiments of 45 individual subjects, all of which have been recorded at the IDA
group. For each dataset the number of trials ranged from 70 to 600 trials and in total ≈ 22000
trials were examined. Each trial was referenced by 500–3500 ms, relative to stimulus onset. We
considered only datasets with 2 classes of movement imaginations: left hand versus right hand.
45 channels were identified to be present in all datasets and only these were used for reasons of
consistency. The channels we used are: ’F5’, ’F3’, ’F1’, ’Fz’, ’F2’, ’F6’, ’FC5’, ’FC3’, ’FC1’, ’FCz’,
’FC2’, ’FC4’, ’FC6’, ’T7’, ’C5’, ’C3’, ’C1’, ’Cz’, ’C2’, ’C4’, ’C6’, ’T8’, ’TP7’, ’CP5’, ’CP3’, ’CP1’,
’CPz’, ’CP2’, ’CP4’, ’CP6’, ’TP8’, ’P5’, ’P3’, ’P1’, ’Pz’, ’P2’, ’P4’, ’P6’, ’P8’, ’PO3’, ’POz’, ’PO4’,
’O1’, ’Oz’ and ’O2’. Individual experiments consisted of different training paradigms. While there
were minor differences for the various paradigms, generally speaking visual cues were presented to
the subject, and she was intructed to perform the cued imagination upon appearance. For further
details we refer the reader to [6].

We would like to draw the readers attention to the fact that the dataset, considered here is
biased towards subjects, for which BCI generally works, since the subjects who were chosen to take
part in more than one of experiment were generally not BCI-illiterates. Please refer to Table 1 to
see how many experiments per subject are present in the data we used.

2.2 Selection of a frequency band

2.2.1 Heuristic

As has been shown in [7] a heuristic can be very useful in detecting the most discriminant frequency
range for a given subject. In short the method’s steps are the following:

1. Use Laplacian or bipolar channels, from motor cortex related electrodes
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Figure 2: The Figure shows all temporal filters, used in the ensemble. Note that the heights of
the patches are not related to the orders or the magnitude responses of the filters. All filters are
order 5 butterworth filters.

Frequency (Hz) Loss (%) Best performance (%)
7.5–14 12.4 16.5
11–13 19.6 9.9
10–14 12.8 30.8
9–12 18.6 11.0
19–22 42.9 1.1
16–25 31.8 6.6
26–34 46.4 2.2
17.5–20.5 41.4 2.2
7–30 14.8 19.8

Table 2: The Table summarizes the median loss of each temporal filter, we chose to include for the
ensemble over all subjects. The first column gives the actual frequency band, the second column
represents the median, x-validated loss over all datasets and the third column shows for how many
datasets the given filter performed best. Note that for seemingly unsuitable filters, some datasets
score their best validation loss.

2. For each trial, channel and frequency in the range from 7 to 35 Hz, calculate the log-
bandpower

3. Calculate the correlation coefficient between the log-bandpowers and their true labels

4. Find the frequency with the highest correlation coefficient and broaden the band step-wise
in both diretions, until the next frequency bin is smaller than 5 % of the peak

2.2.2 Filter bank

From neurophysiology we know, that the µ-rhythm (9–14 Hz) and synchronized components in
the beta band (16–22 Hz) are macroscopic idle-rhythms, that occur when a subject is at rest and
are located over the postcentral somatosensory cortex and precentral motor cortex, respectively.
Imaginations of movements as well as actual movements are known to suppress this idle rhythm
contralaterally. However the motoric µ-rhythm as well as the beta-rhythm can have a slightly
different frequency ranges for individual subjects. From empirical considerations we identified 9
different band-pass filters that have proven to discriminate best over a large range of subjects.
Figure 2 shows the filters we used to generate the ensemble, Table 2 summarizes how well each of
the chosen filters performs on average. Also in the same table it can be seen how often each one
of the proposed filters acts best on all experiments, percentagewise.
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CSP Ensemble
broad auto mean max maj med

25 %-tile 7.2 4.1 3.6 6.8 24.1 5.1
median 14.8 15.5 11.2 17.3 43.8 11.3
75 %-tile 31.7 36.7 30.7 32.7 64.9 31.4

Table 3: The results given above were calculated for each subject individually and then averaged.
The left part of the table shows the loss of the baseline, using CSP and a broad band-pass filter
(7–30 Hz) and the automatic heuristic. On the right hand side of the table the results of the
ensemble are presented. “mean” uses the mean of all classifiers, “max” uses only the classifier
output with the highest absolute value, “maj” stands for majority voting and “med” for median
voting

2.3 Validation

Every dataset was split into two chronological halves, i. e. each method was trained on the first
half and then validated on the second half.

2.4 Final gating function

The final gating function can be realized in different ways, for a intuitive review of the most
common methods, we would like to refer the reader to [8]. Given the classifier outputs for a single
trial X ∈ Rd×t, one approach is to average out the resulting outputs of the individual classifiers
ŷm =

∑d
j=1X. However, we may also choose to let only the classifier with highest absolute value

take the decision or let the majority decide or the median of the individual outputs. Table 3 shows
the validation results of these combination rules.

3 Results

Each LDA output for a given trial indicates how far the feature is from the hyperplane. This
can be interpreted as how confident a classifier is. In this sense the weighting of the individual
classifiers is already optimal. It is therefore not surprising that the ensemble mean yields the best
results, as can be seen from Table 3. For good subjects the heuristic performs very well, while
for subjects, where the discriminativities are not so well detectable, a broadband CSP perfoms
favourably.

4 Discussion

The principal aim of this work is to make classifier tuning as automatic and fast as possible.
Certainly, the mean ensemble method obviates the need to find any extra parameter estimation
for the weighting of the individual classifier outputs.
The motivation of the ensemble of temporal filters was, that for small numbers of training trials, or
for subjects, where the detection of the correct frequency band is difficult, it is certainly possible
that the heuristic fails. By using the ensemble we introduce prior information from neurophysiology
and BCI classifier calibration experience and let the ensemble of classifiers decide which band scores
the highest confidence at minimal computational cost.
It would be unrealistic to claim that the data presented here can be seen as an unbiased sample
of society, as only successful BCI subjects are likely to participate in more than one experiment.
However, since most of the BCI community is interested in well performing subjects, the results
presented here should be of interest. Furthermore, when possible we look at individual subject
performance as well as experiment performance, as to reduce this bias as much as possible.
While this study is solely based on offline results, it can be of significant value only if designed in a
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Figure 3: The Figure on the left shows the resulting loss of 4 different frequency bands, data is
sorted by the mean performance of all bands. The Figure on the right shows the test loss for
each individual experiment for the best ensemble method, versus the classical procedure, with the
automatic heuristic

meaningful manner. The implementation of the presented method is computationally manageable
and in fact we plan to validate the presented results by online experiments in novel subjects.

5 Conclusion

Ensemble methods have only recently been applied to BCI related data [9, 10] with promissing
results, but to our knowledge not using the filter-bank approach presented here. We show that our
approach of parallelizing the decoding of ERD-based EEG signals has a beneficiary effect on the
classification performance. Furthermore, we see that the combination of the individual classifier
outputs can be realized in a very simple and effective manner. Using ensemble methods has an
increased but manageable computational cost, while it has the inherent advantage over optimiza-
tion of the correct band pass filter that it is less prone to overfitting.
It remains to be seen, if by this method, the resulting architecture is more robust to non-
stationarities, which may occur over long feedback sessions. Whatever the nonstationarities, it
is less likely that a particular subject changes his frequency band corresponding to motor imagi-
nation over time. Furthermore, this could be easily tested by applying the presented method to
datasets where non-stationarities are known to exist or by putting the method into practice in a
feedback environment.
In the more likely case that slightly different cortical regions are active and encode information
with different frequencies, the approach we present here ensures that these type of effects are taken
into account and can be tracked in the nonstationary case.
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Abstract

Classification of the steady-state movement related potentials (ssMRP) is proposed here
as a potential approach to real-time brain computer interfacing (BCI). We briefly review
the neurological background of ssMRPs which are typically studied by means of averaged
electroencephalogram (EEG) signals. A simple feature extraction method is then suggested
for single trial ssMRP processing. The Fisher’s linear discriminant (FLD) classifier is utilized
here in order to test the proposed BCI. The novelty and promise of this approach is mainly
in the application of rhythmic cues for BCI, the simple recording setup, and straightforward
computations which make the real-time implementations plausible.

1 Introduction

Potentially effective hybrid space-time-frequency (STF) approaches to EEG analysis have attracted
an increasing interest within BCI community recently [1, 2, 3, 4, 5]. The main rationale behind
those is that by combining the information from the three domains – space, time, and frequency
– the finger movement related changes in EEGs can be robustly extracted. Fundamentally, there
are two approaches for extracting the EEG features in the STF domain. Supervised optimization
methods, as in [5, 6, 7, 8], spectrally regularize the conventional spatio-temporal common filters
for EEG classification. The unsupervised methods [3, 9] mainly utilize parallel factor analysis [10]
to identify the movement related factor in the EEG measurements. However, they either suffer
from the implied computational complexity as in [2, 4] or sophisticated optimization schemes
should be followed [5]. On the other hand, noticing exceptional performances of STF tensor
decomposition methods in sensor array processing and wireless communications [11], the prime
question is: “Do (un)supervised STF-based approaches consistently outperform the conventional
time-space or time-frequency methods for BCI applications?” In reply, the implementation of STF
methods provides promising results if the signal of interest occurs sparsely in the STF domain or
at least in a sub-domain. This does not seem to be very likely in the uncertain and highly
nonstationary nature of real-time BCI.

Temporal and spatial characteristics of spectrally band limited readiness potentials (RP) during
the execution of self-paced voluntary movement have been well investigated [12, 13]. Blankertz et
al. [14] introduced a sparse feature extraction method by mining a set of heuristically selected data
points from multichannel EEGs in the frequency band of RP [12]. The selected feature points in
the STF domain were then introduced to a classifier. The results [5] are promising, however, the
approach suffers from high inter- and intra-subjects variability. On the other hand, since RPs
are generally low frequency signals, their recording is not easy. For instance, DC drifts (due to
sweating or electrode displacement) are not easily distinguished from slow 1 or 2 Hz RP signals in
short windows of 0.5 second length before the movement onset [5].
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The second problem arises from the nature of the RP. In order to allow the RP build up over
time, the inter-movement interval should be several seconds. Aiming at increasing the information
transfer rate (ITR), measured in bits per minute (bpm), recently, it was attempted to modify the
conventional RP-based BCI paradigms by asking the subjects to respond at faster rates; the
movement intervals were reduced to 0.5 second. However, that inevitably has led to a decrement
in the correct classification rates. For instance, as reported in [14], in classification of RP features,
mis-classification will be 5 % (ITR ≈ 18.6 bpm) and 19 % (ITR ≈ 52.9 bpm) when the respective
inter-tap intervals (ITI) are 2 and 0.5 seconds.

An alternative approach based on the steady-state movement related potentials recorded dur-
ing real finger movements is proposed here. The main idea is to modify the EEG recording
protocol in order to produce continuous spatio-spectrally localized motor related potentials. It
overcomes the above mentioned limitations and provides desirable classification rates in a high ITR
framework. This approach does not imply greater computational load and therefore its real-time
implementation is possible.

In the following paragraphs, the main motivation and the neurological background of using
ssMRPs for BCI applications are presented. In Section 2, the data recording and processing
procedures are fully described. We subsequently report the results in Section 3 followed by the
concluding remarks in Section 4.

Behavioral neuroimaging studies on rhythmic movements have led to the hypothesis that there
are distinct brain structures which perform automatic vs. cognitively controlled timing for repet-
itive movements [15, 16]. The automatic control system is primarily involved in continuous move-
ments with frequencies greater than 1 Hz, i. e. sub-second intervals. It is highly likely to recruit
neural circuits within the primary motor system that measure the time without attentional modu-
lation. On the other hand, the cognitively controlled timing system is more exploited in controlling
the movements with frequencies much smaller than 1 Hz, i. e. supra-seconds intervals. Cognitively
controlled timing structure requires the activation of additional prefrontal and parietal lobes.
In [15, 16], we have concluded that once a fast rhythmic task is selected and initiated, it may be
executed without direct attention. The timing control of a continuous series of fast and predictable
movements should therefore require attention merely during the selection and initiation phases.

In an fMRI study, Schaal et al. [17] have verified that even in slow single-joint rhythmic
movements higher brain levels such as working memory (the dorsolateral prefrontal cortex), recall
(the ventrolateral prefrontal cortex), and attention (the intraparietal sulcus and inferior parietal
lobe) may be recruited. In contrast, high frequency (> 1 Hz) rhythmic movements show much
less cerebral activity; the only significantly active region is the contralateral motor cortex. On
the other hand, it has been documented [18] that execution of simple unimanual repetitive finger
movements is associated with activity within the Rolandic fissure of the contralateral hemisphere
corresponding to the primary sensorimotor cortex, termed ssMRPs.

For BCI purposes, it is hypothesized that during fast repetitive finger tapping, ssMRPs are
highly confined to the contralateral motor areas. This, in turn, implies that non-motor related
activities will be attenuated. Therefore, if the subjects carry out (or just imagine) the motor
task in synchrony with a flashing stimulus, movement related EEG signals are modulated with
the frequency of the flashing cue over the motor cortex. This synchronization is stronger on the
hemisphere contralateral to the moving finger. In this paper, we only analyze ssMRPs recorded
during real finger movements.

2 Methods

Four right-handed healthy individuals (one female) participated in the experiment; all gave in-
formed consent. No one had any previous BCI experience. Each subject first underwent a practice
block of 20 trials. The main recording session was comprised of eight blocks, each contained 40
trials, resulting in 320 trials for further analysis. Each trial lasted 7 seconds which includes one
second for initial fixation and another 6 seconds for EEG recording during the motor task. In the
first second of each trial a fixation cross was shown in the center of the screen. Afterward, while
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Figure 1: Averaged pre-processed EEGs during repetitive left finger movement for a single repre-
sentative participant. Topographical maps have been depicted in consecutive 0.25 s time windows.
The top-left map illustrates the averaged EEGs over 0 and 0.25 seconds time window and the
bottom right ones present those of the last 0.25 seconds window, i. e. 5.75 to 6 seconds. Notice
the rapid development of a lateralized signal over the right hemisphere whose polarity alternates
every 250 ms.

the cross was kept constant in the center, two flashing cues (as “X”) appeared at left and right
sides of the cross for 6 seconds; each was 10 cm apart from the center. Flashing frequency was set
to 2 Hz. The participants were instructed to tap (real movement) on two force transducers under
left or right index fingers at a constant rate of 2 Hz synchronous to the flashing cues. The rest
interval between trials was approximately one and half seconds, randomly changing so that the
subjects would not guess the start of next trial. Choice between right or left finger tapping was
made freely by the participants in each trial. However, they were asked to be fair between right
and left responses.

The main reason for showing the flashing cues was to give the subjects a 2 Hz pace. Bilaterally
equidistant cues on either side from the center should not cause development of asymmetric po-
tentials over the motor cortex. Moreover, in order that the subjects did not concentrate on these
cues, the subjects were asked to maintain fixation on the central cross during the course of tap-
ping. This approach was adopted in order to attenuate any undesired steady-state visual evoked
potential (ssVEP). Force transducers were utilized instead of conventional response switches in
order to provide a setup in which the subjects did not actually press any switch, just performed
repetitive tapping, which maintained the continuity of the repetitive finger movement.

EEG potentials were recorded continuously using 128 Ag/AgCl scalp electrodes with respect
to an (off-line) averaged left and right mastoids reference. The electrodes were placed according
to the 10 − 5 system [19], using a carefully positioned nylon cap. Eye movement and eye-blink
artifacts were monitored by bipolar horizontal and vertical electro-oculogram (EOG) derivations.
EEG and EOG signals were amplified with a bandpass of 0–128 Hz using BioSemi Active-Two
amplifier, and sampled at 512 Hz. Continuous EEG recordings were off-line segmented in epochs
from 0–6 s after trial onset.

Of primary interest were the steady-state movement-related potentials developing by rhythmic
tapping. Therefore, the averaged bandpass filtered (1.5–2.5 Hz) EEGs recorded during repetitive
left and right finger movement trials were used to visualize ssMRPs in the time domain. The
topographic maps (Figure 1) show rapid development of a lateralized signal over contralateral
sensorimotor cortex whose polarity alternates every 250 ms, i. e. at 2 Hz, during left index rhythmic
movements. Similarly, in the case of right finger movement, the 2 Hz signal is detectable from the
left contralateral hemisphere, see Figure 2.
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Figure 2: Averaged pre-processed EEGs during repetitive right finger movement for a single
representative participant. Topographical maps have been depicted in consecutive 0.25 s time
windows. The top-left map illustrates the averaged EEGs over 0 and 0.25 seconds time window and
the bottom right ones present those of the last 0.25 seconds window, i. e. 5.75 to 6 seconds. Notice
the rapid development of a lateralized signal over the left hemisphere whose polarity alternates
every 250 ms.

2.1 Feature extraction and classification

Each trial was temporally segmented into ten overlapping windows comprising of three short early
windows, i. e. 0–0.5 s, 0–1.5 s, and 0–2.5 s and seven overlapping windows of 3 seconds length. The
latter seven windows have 83 % temporal overlap, i. e. 0–3 s, 0.5–2.5 s, 1–4 s, 1.5–4.5 s, 2–5 s, 2.5–
5.5 s, and finally 3–6 s. Finally, the energy features were computed from multi-channel EEGs. First
three windows, namely 0–0.5 s, 0–1.5 s, and 0–2.5 s, were considered to investigate the approximate
time needed for the subjects to select and initiate tapping synchronous to the 2 Hz flashing cues.
We would expect that a relatively poor classification performance would be achieved during the
selection and initiation phases in each trial. The performance would eventually increase after
first few seconds. Note that first two time windows, 0–0.5 s and 0–1.5 s, are too short to provide a
reliable estimate of the spatially distributed 2 Hz rhythm. However, they can provide an indication
of ITR lower bound of the proposed scheme.

The conventional Fisher linear discriminant (FLD) [20] classifier was utilized for classification
of the extracted features. In FLD the main motive is to maximize the between-class distance while
minimizing the within-class distance of the samples.

3 Results

Individual trials containing eye-blink and eye-movement artifacts were discarded (on average 15 %
from each subject) and the remaining trials were considered for feature extraction and classification
stages. EEG measurements from 45 scalp electrodes over the sensorimotor cortex were bandpass
filtered between 1.5–2.5 Hz and the energies (variance) calculated. In order to reduce the feature
space dimensionality, we have experimentally found that using the first three principal components
of the feature space lead to acceptable classifications results. For each temporal segment, we
randomly selected 60 % of computed feature vectors as training samples and the classifiers were
tested with the remaining 40 %. The percentage of correct classified feature vectors over all test
segments was considered to be the ratio of correct decisions over total number of decisions. This
procedure was repeated 400 times. Average rates of correct classification are illustrated in Figure 3.

In all four subjects, the steady incremental trends of classification rates in early segments,
0–0.5 s, 0–1.5 s, and 0–2.5 s, are evident. In the very first seconds of each trial the subjects
attempt to adopt the correct 2 Hz pace which causes activities from areas of the brain other than
the contralateral motor cortex resulting in slight degradation in BCI classification performance.
Although the subjects had a short 5 minutes training block before the actual recording, they
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Figure 3: The correct classification rates of the temporally segmented EEGs recorded from four
subjects using FLD classifier.

still reported afterwards they had to attend to the pace or the onset of each trial. When they
acquire the correct pace, taps are carried out at almost the correct frequency which lead to high
classification results.

4 Conclusions

This work shows that ssMRPs can be utilized as a suitable approach for a real-time high accuracy
BCI. Here, ssMRP-based BCI has been tested for four subjects. The subjects were asked to
cyclically move one of their fingers at a pre-determined frequency. Therefore, the continuous and
spectrally band limited signal of interest can be extracted from the motor cortex. In the point of
view of STF tensor processing, fast detection and localization of such movement related potentials
is a technical challenge.

Considering the aforementioned results, the main advantages of the ssMRP-based BCI over
other approaches are its simple recording setup and straightforward computations. In addition,
ssMRP recording is not difficult for the subjects since in each trial they are actively involved in
the experiment rather than waiting for several seconds before the exertion of a single discrete
movement. Moreover, very limited training would be required.

The large number of electrodes utilized in this research should not be regarded as a hindrance
towards end-product BCI. We would like here to stress that although conventional data driven
common spatial patterns (CSP) [20] and their variations [6] which inherently would increase the
performance may be used, they have not been considered.

In this papers, ssMRPs recorded during real finger movement were exploited for BCI. The
physiologic background and simplicity of the recording setup support the repeatability of the
experiments during imagery movements.
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Abstract

Recently, some researches in BCI are using robotic technologies with the aim of providing
a physical interaction of the individual with his environment. This paper presents a platform
that will allow the development of BCI applications in this field, particulary at their early
stage, using a realistic simulation of robotic devices and their environment. As a first example
of its potential, a control of a simulated electrical powered wheelchair through the visual
P300 paradigm using the BCI2000 software is presented. The matrix of Donchin speller was
modified using icons suitable for commanding the wheelchair movements. Our preliminary
result suggest that the use of this platform is a powerful tool for design, performance test and
feasibility evaluations of BCI robotic applications.

1 Introduction

In recent years several investigations on BCI have been directed towards applications that go be-
yond the interface with the computer [1]. Within these applications, some of them are making use
of robotic technologies [2] trying to provide the user not only with possibilities for communication
but also a direct physical interaction with their environment [2, 3].

However, these new BCI applications mean new challenges and problems. Among them two
relevant items can be cited as important factors in order to reach some success to address basic
research in this new area of application:

• Errors in driving online robotic applications may lead to situations of risk in the security of
users and others.

• Increased costs in conducting tests on real applications, requiring elements more expensive
than ubiquitous personal computer, including the use of sophisticated robotic systems [4].

In this realm, a platform derived from combining the well-known BCI2000 software [5], along
with sophisticated simulation systems of robotics modules able to reproduce an extremely high
level of reality, the behavior of sensors and actuators with respect to real properties in a physical
environment [6], seems to be an optimal starting point.

The objective of this work is the set up of a platform able to support research in the exploration
of possible online robotics BCI applications, based on sufficient and flexible simulation of robotics
devices and their environment. As a pilot example we present a wheelchair driving based on
the P300 visual paradigm, using a presentation matrix obtained by modifications of the classical
Donchin Speller [7].
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Figure 1: Modified stimulus matrix.

2 Methods

2.1 EEG recording and experimental paradigm

The EEG recording set up was based on a GRASS (model 8–18–36) module of electroencephalo-
gram amplifiers, connected to a 6 channel analog to digital converter (DataTranslation, USB
DT9816 model). Eight gold plated type reusable single disc electrodes have been used.

The software BCI2000 v2.0 has been used [5]. Changes have been made in the DTADC source
module code in order to create a new DT9816 acquisition module compatible with the new board.

As the robotic simulation module we have chosen the Marilou Robotics Studio System (RSS) [6]
(see 2.3), and the communications between both software (see 2.4) were established using the
AppConnector functionality of BCI2000 and special functions developed on the robotic module
side.

The six EEG channels (Fz, Cz, Pz, Oz, C3 and C4) were derived from electrodes located at the
standard 10–20 positions, with the ground and reference electrodes located on the left and right
mastoids (M1, M2) respectively. The amplifier band pass filters were set at 0.1 Hz (Low-pass)
and 15 Hz (Hi-pass). The sampling frequency was 1024 Hz in order to reach a good compromise
between block size (set to 32) and timing resolution for data processing in the BCI2000.

2.2 Stimulus matrix for a wheelchair driving interface

The classical stimulus matrix of Donchin Speller was modified, replacing character by icons in
order to get a graphic user interface according to the need of establishing a set of commands to
drive a simulation of the Smart Electrical Powered Wheelchair (SEPW). In Figure 1 the proposed
stimulus matrix can be seen.

The duration of the stimulus used was 93.75 ms and the inter-stimulus interval (ISI) was ran-
domly variable between 187.5 and 281.2 ms.

2.3 Robotics simulation module

The Robotics Simulation Module (RSM) is composed bysimulation software and control software.
The simulation software used was Marilou Robotic Studio (MRS) developed by Anykode company,
a modeling and simulation environment for robots operating in real-world and real-time conditions
that respect the laws of physics. MRS has totally graphical handling of robots and environment
models (physics parts and 3D models) and provides simulated embedded robotic components like
motors, odometers, distance sensors (US, IR, Laser), bumpers, actuating cylinders, air pressure
forces, cameras, GPS and accelerometers. MRS uses the Open Dynamics Engine as physical
simulator to manage dynamic of physical geometries and contacts and forces among them. The
control software allows robot models to be controlled using the open source MODA library provided
by Anykode which can be programmed in various languages (C/C++, VB#, J#, C#, C++ CLI
and URBI).
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Figure 2: Components modules of proposed platform.

The control software has been developed in C++ language and is composed of two others
different units, the Interface unit and the Smart unit.

The interface unit manages the communication with BCI2000 using its external application
interface (App Connector). The App Connector provides a bi-directional link via an UDP based
transmission protocol to exchange information with external processes running on the same ma-
chine, or on a different machine over a local network. This unit receives BCI2000 states and picks
up the user’s selected targets from the arrived information.

The Smart unit manages the robot control algorithms and communicates with the simulation
software using MODA library to receive sensor information and send commands to actuators. This
unit uses the selected targets to control the simulated wheelchair when it navigates in a simulated
world. Each of the selected targets are interpreted as a control command. The wheelchair behavior
not only depends on the command, but also on the ambient conditions.

Obstacles are recognized by the Smart unit using eighteen infrared sensors situated around
the wheelchair in different directions. In Figure 2 a full diagram of components involved in the
proposed platform in this work is shown.

2.4 Simulation of a smart electrical powered wheelchair

As a first example of application of the RSM, a SEPW model was created. It included structure
(motors, chassis, wheels and its kinematics), dynamics (real chairs plus average human mass
distributions) and sensory (18 IR sensors) elements as well as a basic obstacle avoidance control.
The sensors and control give some basic capability of semiautonomous behaviors in order to prevent
the user from harmful collision situations and facilitate its control with a minimum of commands.

Figure 3 shows a table with the relationship between icons in the stimulation matrix and the
designed commands.

This approach allows a very basic behavior for the wheelchair, which reacts to the commands
and the IR sensors states. For example, when moving forward, if the IR sensors indicate that
there is something in front of the wheelchair at a distance less than half a meter, the wheelchair
will stop moving. The steps forward and backward commands make the wheelchair go forward
or backward respectively a distance of one meter. However, if the IR sensors detect an obstacle
far less than one meter, the wheelchair will move just ten centimeters from its position in the
command direction.
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Figure 3: Table of command function and Icons relationship. (∗) Move forward until IR sensors
detect obstacles at distance less than half a meter from the wheelchair. (∗ ∗) If IR sensors detect
distances of less than one meter in the front/back of the wheelchair, it only moves ten centimeters.

(a) View inside the simulated world. (b) View from outside of the simulated world.

Figure 4: Views of the simulated SEPW inside and outside of the simulated world.
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(a) Waveforms of Target
vs. No-target.

(b) Waveforms of Target
vs. No-target.

(c) Maps of r2 for six channels. (d) Maps of r2 for six channels.

Figure 5: Analysis of data in the training sets for Subject S1 (left) and S2 (right).

Subject Classifier Time window Spatial filter Resampling freq. Hz Channel set
S1 SWLDA 102–717 ms row 128 1 2 3 4 6
S2 SWLDA 102–717 ms row 128 1 2 3 4 5 6

Table 1: Classifier parameters for each subject.

2.5 Training and online tests

Once the full platform was configured, two healthy volunteer subjects (S1 and S2) were proposed
to drive the SEPW. Each subject, after being instructed, did a set of six sessions, registering four
preselected icon targets (copy mode) in each session. The numbers of sequences stimulus repetition
was set to 10. With this slight database, and using the BCI2000’s own tool P300GUI, one classifier
for each subject was trained. Both subjects remain with the same electrodes, including the time
of online free mode testing (about 2hs in total). Subjects were sited in front of a two monitors
arrangement, one presenting the stimulus matrix, and one showing the SEPW simulation views.

3 Results

The grand average waveform plots and r2 maps for the six recorded channels obtained from
the training database on both subjects are shown in Figure 5. Using the P300GUI provided by
BCI2000 over this data base, a relatively brief search for a good set of classifiers models parameters
was conducted. The set of selected parameters for each subject are detailed in Table 1

Finally, with the trained classifier and the SEPW simulation with the BCI2000 running online
together, one session test was conducted on each subject. Each session consisted in trying a
sequence of consecutive commands that was used by the subjects when asked to freely drive the
SEPW from one place to another. Both subjects were interrupted when they reach the number of
eighteen commands selected. The accuracy in the online classification task was 69.44 and 100.00
percent for S1 and S2 respectively.
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4 Discussion

The wheelchair system has been designed to test the initial platform start up and its performance,
but it will be improved in further researches. In the future, an intelligent wheelchair control
system will be developed in order to improve user safety and decrease delays and user efforts.
S1’s performance was affected by the enthusiasm caused when he sent successful commands to
the SEPW. Subject S2 was able to address the SEPW in an impressive way. The result are quite
preliminary but very encouraging at this stage.

5 Conclusion

This first experience at our lab suggests that the use of this platform becomes a powerful tool for the
design, performance test and feasibility evaluations of BCI robotics applications. This platform
can be used prior to any physical construction and real assessment without compromising the
safety of users, saving cost and time during the research stage.

Acknowledgments: The authors are grateful to the Wadsworth Center for Materials Use Agree-
ment of BCI2000 and to Laurent Ricatti for the support with Marilou Robotic Studio. We would
also like to mention the professor Erika Weiss, who has contributed improving the English writing
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Abstract

We propose a method that combines single-trial classification and channel/basis selection
in a single regularized empirical risk minimization problem. We use the linear sum of the
Euclidian norms of the columns of the coefficient matrix as the regularizer. This penalty
enables us to select rows and columns of the coefficient matrix, which correspond to a subset
of the channels or a subset of basis functions, in a systematic manner. Moreover, the pa-
rameter learning can be performed in a convex optimization problem with second order cone
constraints. The method is demonstrated on P300 speller dataset (dataset II) from the BCI
competition III. The method performs reasonably well with small number of electrodes/basis
functions.

1 Introduction

Interpretability is one of the key issues in brain-computer interfacing (BCI). A machine learning
technique for BCI, though how powerful it might be, can be unacceptable unless it provides insight
into the way it functions. Therefore, dimensionality reduction or feature selection techniques, such
as independent component analysis or common spatial pattern have become important tools for
BCI research (see e. g., [1]). However, these techniques are often developed based on criteria that
have little direct connection to the task that we actually need to solve, such as classification or
prediction of brain signals. In this paper, we propose a combined approach that enables us to
reduce the number of channels or basis functions through regularization of the classifier. We
use the linear sum of the Euclidian norms of the rows or columns of the coefficient matrix as
the regularizer. This regularization enforces the weight matrix to have small number of non-zero
rows or columns. Selecting rows and columns correspond to selecting channels or temporal basis
functions. The same idea has also been used in other contexts to achieve joint sparsity of groups
of variables (not necessarily rows or columns of a matrix) [2, 3]. The proposed method is applied
to P300 speller dataset from the BCI competition III [4] and shows a reasonable performance at
small number of channels. Moreover, the inference can be done in a convex optimization problem
which can be solved with CVX [5], which is a freely available toolbox for MATLAB.

1.1 P300 speller system

Here we briefly describe the P300 speller system designed by Farwell and Donchin [6]. The subjects
are presented a 6 × 6 table of 36 characters on the screen (see Figure 1); they are instructed to
focus on the characters they wish to spell for some specified period for each character; during that
period the rows and columns of the table are intensified in a random order. It is known that the
subject’s brain shows a characteristic reaction called P300 when the row or column that includes
the character that the subject is focusing is intensified. Thus we can predict the character that
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the subject is trying to spell by detecting the P300 response. Each intensification lasts 100 ms
with an interval of 75 ms afterwards; the intensifications of all 6 rows and 6 columns (in a random
order) are repeated 15 times; hence one character takes 175 ms × 12 × 15 = 31.5 sec. Note that
the period of intensification (175 ms) is shorter than the expected reaction of the brain (300 ms).
Thus the intervals we analyze are usually overlapped to the next intensification and to each other.

Figure 1: Table of characters shown on the display in the P300 speller system [6]. The third row
is intensified.

2 Method

2.1 Detection model

Let X̃ ∈ RC×T be a short segment of EEG with C channels and T time-points and let X =
P SX̃P T be the input matrix preprocessed with a fixed spatial and temporal filters, which are
defined with regular matrices P S ∈ CC×C and P T ∈ CT×T . Basic goal in many BCI problems is
to detect a characteristic spatio-temporal pattern of some activity in X. Let us write a model for
this detection as follows:

fθ(X) = <(〈W ,X〉) + b, (1)

where θ = (W , b) ∈ Θ and we call W ∈ CC×T the coefficient matrix and b ∈ R the bias term;
〈W ,X〉 =

∑
ij(W )ij(X)ij is the inner product between two matrices W and X; <(·) denotes

the real part of the argument. Note that we use complex coefficients only for the spatio-spectral
component selection regularizer (see next section).

2.2 Learning with the L1-L2 regularization

Given n training examples {Xi, yi}ni=1, where Xi can be the input matrix or a collection of
matrices and yi ∈ Y are the target values we would like to predict, let us introduce the following
regularized empirical risk minimization [7] problem,

minimize
θ∈Θ

n∑
i=1

`(zi, θ) + λΩ(θ), (2)

where zi = (Xi, yi) ∈ Z (i = 1, . . . , n). The function ` : Z×Θ→ R is called the loss function and
it measures how good a parameter configuration θ explains a training example z. The function
Ω : Θ→ R is called the regularizer and it measures the complexity of the parameter configuration
θ. Our goal here is to minimize the sum of losses that we incur on the whole training examples
and the complexity measured by the regularizer Ω(θ). The trade-off between the two terms is
controlled by the regularization constant λ (≥ 0) ∈ R.
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In this paper we discuss the following three regularizers:

ΩC(θ) =
C∑
c=1

‖W (c, :)‖2, (3)

ΩT (θ) =
T∑
t=1

‖W (:, t)‖2. (4)

ΩCT (θ) =
C∑
c=1

T∑
t=1

|W (c, t)|. (5)

The first regularizer is called channel selection regularizer and it is a linear sum of the Euclidian
norms of the row vectors (which correspond to electrodes) of the coefficient matrix W . The second
regularizer is called basis selection regularizer and it is a linear sum of the norms of the column
vectors (which correspond to time-points) of the coefficient matrix W . The third regularizer is
the sum of absolute values |W (c, t)| =

√
<(W (c, t))2 + =(W (c, t))2 and selects single complex

entries of W and is equivalent to conventional `1-norm regularization of the vectorized coefficients
(see e. g., [8]) if the coefficient matrix W is real. It is here called spatio-spectral component
(SSC) selection regularizer, as we will use it to select pairs of informative electrodes and temporal
frequencies.

2.3 P300 decoding model

Let us denote by A the set of all characters on the screen (see Figure 1); thus |A| = 36. We denote
by X = (X(1), . . . ,X(12)), where X(l) ∈ CC×T , a collection of short segments of EEG recorded
after each intensification (1-6 corresponds to columns and 7–12 corresponds to rows). Note that
we sort the responses X(l) (l = 1, . . . , 12) according to the indices of rows and columns, which
were recorded in the randomized order that the intensifications took place. Additionally let a ∈ A
be the true character that the subject intend to spell during the intensifications. We formulate the
problem of decoding the character a ∈ A out of 36 candidates as a direct product of two six-class
classification problem as follows:

pθ(a|X) =
efθ(X(col(a)))∑6
l=1 e

fθ(X(l))
· e

fθ(X(row(a)+6))∑12
l=7 e

fθ(X(l))
(6)

where col(a) ∈ {1, . . . , 6} and row(a) ∈ {1, . . . , 6} are the indices of the column and the row of the
character a on the display (see Figure 1). Here fθ(X) is the linear model in Eq. (1) and outputs a
scalar value for each intensification; note that the parameter θ = (W , b) is shared among all inputs
X(l) (l = 1, . . . , 12). In other words, the above model is a direct product of a column classifier and
a row classifier in which the scalar value of the model Equation (1) is interpreted as the degree of
P300 response after each intensification. In order to predict a character assuming that we have a
detection model fθ(X), we maximize the posterior probability p(a|X) given X with respect to a
as follows:

â = argmax
a∈A

log pθ(a|X)

= argmax
a∈A

(
fθ(X(col(a))) + fθ(X(row(a)+6))

)
,

which is simply to choose the column and row with maximum response.

2.4 Learning the decoding model

Our training data consists of controlled trials where the subjects are instructed to spell some prede-
fined sequences of characters. Given training examples {Xi, ai}ni=1, where Xi = (X(1)

i , . . . ,X
(12)
i ),
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and ai ∈ A, our task is to learn the coefficients W and b. To this end, the most straightforward
approach is to use the above decoding model as the conditional likelihood of the training examples.
We take the negative logarithm of the likelihood and define the following loss function `(z, θ) as
`(z, θ) := − log pθ(a|X), where z = (X, a). Plugging this loss function into Eq. (2) we obtain the
following optimization problem:

minimize
n∑
i=1

{
−fi,col(ai) + log

(
6∑
l=1

efi,l

)
− fi,(row(ai)+6) + log

(
12∑
l=7

efi,l

)}
+ λ

C∑
c=1

uc,

subject to fi,l =
〈
W ,X

(l)
i

〉
+ b (i = 1, . . . , n, l = 1, . . . , 12),

uc ≥

√√√√ T∑
t=1

w2
ct (c = 1, . . . , C),

where wct is the (c, t) element of W , in the case of channel selection regularizer (Eq. (3)); the
optimization problem for the basis selection regularizer (Eq. (4)) can be obtained similarly. The
above optimization problem is a convex problem with second order cone constraints (see e. g., [9])
and can be solved using CVX toolbox [5] for MATLAB. The above approach that uses the decoding
model as the likelihood function for training contrasts sharply with conventional approach that
firsts train a binary classifier that detects P300 response and then combines them to predict a
character.

2.5 Data acquisition and preprocessing

We use the P300 datasets (dataset II) provided by Jonathan R. Wolpaw, Gerwin Schalk, and Dean
Krusienski in the BCI competition III [4]. The dataset includes two subjects namely A and B.
The signal is recorded with a multi-channel EEG amplifier with 64 channels. We low-pass filter
the signal at 20 Hz, down sample the signal to 60 Hz, and cut out an interval of 600 ms from the
onset of each intensification as an epoch X̃

(l) ∈ RC×T where C = 64 and T = 37 (l = 1, . . . , 12).

A trial X ∈ (CC×T )12 consists of 12 preprocessed epoches X(l) = P SX̃
(l)

P T (l = 1, . . . , 12) and
is assigned a single character a ∈ A. For each character, trials (each consisting of 12 epochs) are
repeated 15 times. We average out these repetitions and get 85 training examples (12 · 85 = 1020
epochs); although we can also consider each repetition as an individual example in the learning
framework (Equation (2)) as in [10], at the moment we are not able to handle a large training set
due to the computational burden. In order to further reduce the training set size we partition 85
trials into 8 sets of 40 trials (480 epochs) regularly overlapped and randomly sampled. We learn
W and b in our discriminative framework with the loss function derived from the decoding model;
the outputs of 8 classifiers are simply averaged. Although in [10] it was reported that making an
ensemble of SVMs improves performance, such comparison was not possible in our case.

The test data consists of 100 characters; also 12 different intensifications are repeated 15 times
(in a random order) in the test set. We report the results of (a) averaging all the 15 repetitions
and (b) averaging only the first 5 repetitions in the prediction of each character.

For the channel selection regularizer, we use identity matrices for P S and P T . For the
basis selection regularizer, we use the whitening matrices for P S and P T as P S = Σ−1/2

S

and P T = Σ−1/2
T , respectively. Here ΣS and ΣT are the pooled covariance matrices between

channels and time-points, respectively, and are defined as ΣS = 1
12n

∑n
i=1

∑12
l=1 cov((X̃

(l)

i )>),

ΣT = 1
12n

∑n
i=1

∑12
l=1 cov(X̃

(l)

i ), where cov denotes the covariance along the rows (MATLAB
cov function). Finally, for the SSC selection regularizer, we use the identity matrix for P S and
for P T we use the unitary matrix given by the complex Fourier transform, i.e. P T (t1, t2) =
exp(−ı2π (t1−1)(t2−1)

T ) t1, t2 = 1, . . . , T . As P T is complex, we also allow complex coefficients W ,
although only real parts enter the loss function. Note that minimization of Eq. (5) is still convex
for complex W and can again be accomplished using second order cone constraints.
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3 Results

Figure 2 shows the classification accuracy and the number of active components for channel, basis
and SSC selection regularizer from left to right, respectively. Subjects A and B are shown in the
left and the right part of each figure, respectively. The top part shows the classification accuracy.
Note that a random guess would give 100/36 = 2.8 % accuracy. We can see that the number
of non-zero channels, basis, or SSC decreases as the regularization constant λ increase; however
the accuracy is almost constant until the regularization shuts off all the coefficients. Figure 3
shows the coefficient matrix topographically mapped on the scalp (nose pointing upwards) for the
different regularizers considered. We can see that the coefficients are tightly concentrated around
Cz and CPz for the channels selection regularizer (Eq. (3)). On the other hand, since the basis
defined by the whitening transformation is fairly localized, the coefficients for the basis selection
regularizer (Eq. (4)) are very much concentrated around the time interval from 200 to 300 ms.
The frequencies selected by the SSC regularizer are mainly below 5 Hz. The time-courses of the
coefficients are therefore very smooth, reflecting the shape of the P300 component. We note that
the best accuracy obtained by Rakotomamonjy et al. at the competition was 72 % and 97 % for
subject A and 75 % and 96 % for subject B for 5 repetitions and 15 repetitions, respectively [10].
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Figure 2: Performance and the number of active channels (left), active basis (center) and active
spatio-spectral components (right) with the respective regularizers. In the top part, solid and
dash-dotted curves show results of averaging 15 and 5 repetitions, respectively.

Figure 3: Scalp plots of the coefficients obtained with the along time. Top Row: channel selection
regularizer (Subject A; λ = 61.6). Center Row: basis selection regularizer (Subject B; λ = 8.86).
Bottom row: SSC selection regularizer (Subject B; λ = 12.74).
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4 Conclusion

In this paper, we have proposed a method that performs channel or basis selection jointly with the
training of a brain-signal decoding model. We use the linear sum of the Euclidian norms of the rows
or columns of the coefficient matrix as the regularizer and perform learning in an empirical risk
minimization problem. The regularizer enforces many rows or columns of the coefficient matrix
to be simultaneously zero. This row- or column-wise selection contrasts sharply with the element-
wise selection that can be obtained with the lasso-regularization [8]. Moreover the training can be
done in a convex optimization problem. The proposed method is applied to P300 speller dataset
and has shown reasonable performance at small number of electrodes/basis functions. However
compared to the best results from the competition the performance was not satisfactory especially
when the number of repetition is small. One reason for this might be the fact that we averaged
all the repetitions in the training examples and trained the classifier on the averaged data. Thus
the classifier underestimates the variability within repetitions. In the future we plan to make the
optimization more efficient so that we can handle the original set of training examples without
averaging.
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Abstract

An error potential (ErrP) is an innate event-related potential generated when a subject
makes a mistake, and, more relevant to brain-computer interface (BCI) applications, when
the BCI itself behaves differently from the user intent. For this reason, error potentials are
nowadays attracting attention in the BCI field and the presence of ErrPs has been studied
already in a few BCI paradigms. In this paper we investigate the presence and the detection
of error potentials in a P300-based BCI speller similar to the one described in [1], where
36 symbols are disposed on a 6× 6 grid, and entire rows and columns of symbols are flashed
one after the other in random order. The aim of our research is twofold; first of all, we are
interested in developing a method for the automatic detection of ErrPs in a P300 speller, and,
secondly, we want to evaluate the real improvement of the performance obtained when ErrP
detection is used. Experiments are conducted on five subjects in a controlled scenario, where
the outcome of the BCI is actually programmed to generate errors with a 20 % probability;
users are unaware of this, and they believe to be interacting with a real BCI. Results show
that it is indeed possible to recognize an ErrP in an automated fashion when a user interacts
with a P300-based BCI, and we also provide a measure of how an automatic error correction
based on ErrPs impacts on the overall BCI performance.

1 Introduction

An error potential (ErrP) is an event-related potential generated when a subject makes a mistake,
and, more relevant to BCI applications, when the machine behaves differently from the user intent.
They are known since the late 80s [2, 3] when they were described as a negative shift in the electric
potential over the fronto-central region (from Fz to Cz of the 10–20 system) occurring 50–100 ms
after an erroneous response (error negativity Ne or error-related negativity ERN) and a subsequent
positive shift in the parietal region [2], whose maximum occurs between 200 and 500 ms after the
error (error positivity Pe). Many experiments have been done, and a high variability in shape,
size, and delay of the Ne and Pe components has been observed. The two components are thought
to be the effect of different underlying mechanism, whose nature is not yet certain [4].

Error potentials are obviously attracting attention for BCI applications. In [5] the presence of
ErrPs in a BCI paradigm (cursor movement by mu and beta rhythms) was revealed, as a positive
peak at Cz 40 ms after the end of erroneous trials. Although the features of this potential are
rather different from the ErrP mentioned above, this finding suggests an interesting application:
the automatic detection of the errors a BCI makes in recognizing the user’s intent. Millán and
colleagues worked on this possibility to improve a BCI performance [6]: they made experiments
with a simulated BCI, which made an incorrect choice 20 % of the times, independently of the user’s
EEG. They trained a Gaussian classifier to automatically recognize ErrPs reaching an accuracy
of about 80 %.

In this paper we investigate the presence of error potentials in a P300-based BCI speller with
two aims: first, the development of a method for the automatic detection of ErrPs in a real BCI,
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Figure 1: (a) Graphical interface of our P300 speller. (b) Error-minus-correct means for the five
subjects; units are seconds and microvolts; time 0 is feedback time.

i. e., a P300 speller, and, second, evaluating the possible increase of the real performance obtained
when such an ErrP automatic detection is included in the speller. Section 2 of this paper describes
our experimental setup, the P300 speller used, and the designed interactions between user and
machine; Section 3 describes the methodologies used to identify ErrPs in the experimental data,
while the obtained results are shown in Section 4.

2 Experimental setup

In this study, we used an experimental paradigm similar to the one described by Donchin [1]:
36 symbols are disposed on a 6× 6 grid, and entire rows and columns of symbols are flashed one
after the other in random order. The grid of symbols (see Figure 1.a) includes letters from the
alphabet, digits, and the backspace symbol, represented by the small arrow in the right bottom
corner.

The spelling of a single letter is divided in repetitions, with each repetition being composed of
12 stimulations. A single stimulation is obtained by flashing a row or a column (the intensification
lasts 100 ms and the inter-stimulus interval is 100 ms). Each row/column is flashed only once during
a repetition, and a series of 5 repetitions is performed. There is no pause between repetitions. At
the end of the fifth repetition, the P300 system detects the (hopefully) desired row and column,
and selects the letter at the intersection. After a pause of 1 s, the letter is displayed in the
rectangular frame visible in the top part of Figure 1.a, and added to the word at the bottom of
the screen. The presentation of the letter should elicit an ErrP whenever the letter is different
from the user intention. If the error-detection system recognizes an ErrP, it overrides the P300
speller and cancels the last spelled letter. After a 2 s pause, the speller starts a new series of
stimulations for the next letter. A single trial is therefore composed of 60 P300 stimulations and
1 ErrP stimulation.

In our study, the interaction between user and BCI was conducted in a controlled scenario
in order to reach a desired number of errors and easily acquire the experimental ground truth
without the user knowing it. Subjects were told to pay attention to a given letter at the beginning
of each trial, and they were informed that the system would recognize their intention. However,
the BCI system was programmed to select the right letter with a probability of 80 % and a wrong
one with 20 % probability, without considering the EEG recordings at all. When a wrong letter
was spelled, subjects had to choose the backspace symbol in the next trial. An accuracy of 80 %
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was selected because it was considered reasonable for this BCI protocol: this accuracy value is low
enough to have a sufficient number of error epochs without frustrating the users or inducing them
to think that the BCI was not working.

Five subjects took part in this experiment. EEG data were recorded with an EBNeuro BE Light
system at Fz, Cz, Pz, Oz referenced to right mastoid, and EOG with two bipolar electrodes near
the right eye, sampled at 512 Hz, in the band 0.1–230 Hz. Each subject participated to three
separate recording sessions, separated by a few days or also some weeks. Figure 1.b shows the
error-minus-correct means (i. e., the differences between the averages of ErrP epochs and the
averages of non-ErrP epochs), filtered in the 1–10 Hz band. Four out of five subjects have a strong
Ne with a peak at about 300 ms, followed by a proportionate Pe some 100 ms after. The response
of Subject 3 is rather weak, with peaks of less than 3 µV in absolute value.

3 Signal analysis and classification

Recorded data are segmented in epochs ranging from 100 ms before the stimulation instant (feed-
back onset) to 500 ms after it. Epochs containing strong EOG activity (> 100 µV at any point) are
automatically discarded before further analysis. The implication of discarding epochs in a BCI is
that in those cases there is no way to correct possibly wrong responses. Obviously, robustness with
respect to EOG contamination is a desirable property for a detection algorithm, but we preferred
to concentrate first on producing something working, and leave the improving of its robustness
for the future. Data are then filtered in the band 1–10 Hz to improve the signal-to-noise ratio by
eliminating frequency components extraneous to ErrPs.

On average, a difference between ErrP and non-ErrP epochs is observable only in some intervals
of the segmented epoch, and these intervals depend on the subject. For these reasons we developed
a way to automatically determine significant intervals in the ErrP for classification. For each
channel c and time point t, the signals sc,1(t) from ErrP epochs and sc,0(t) from non-ErrP epochs
can be viewed as two sets of random variables. A t-test is used to check if, for any given t and
c, the mean of sc,1(t) differs significantly from the mean of sc,0(t); the significance level has been
chosen to be 0.01, but much smaller p-values have been often found in analyzing data.

The t-test requires the distributions of the samples under test to be normal with equal variance.
The significance of the t-test is not used to classify epochs, but only to find promising time intervals.
For this reason, only a preliminary analysis has been done to verify that the t-test preconditions,
so as to be sure that the t-test results would be meaningful. Normal probability plots drawn for a
subset of time instants have been used to verify normality; although in some cases the tails of the
observed distributions are longer than the Gaussian ones, the departure from normality is never
dramatic. Equality of variance has been tested by applying the F -test to data from some subjects,
and it is verified at a significance level around 0.01.

The points detected by the t-test tend to lie in groups, because the filtered signals have a
strong autocorrelation for short lags. However, many intervals of different sizes, with “holes” in
between (see the top part of Figure 2 for an example) are usually detected, while we are interested
only in finding one contiguous time interval containing all the interesting features of signals. For
this reason, a clustering algorithm is run on the time points found by the t-test to fill holes and
discard isolated points or small intervals. For this purpose, we used DBSCAN [7], a clustering
algorithm based on density, because it clusters together nearby points and ignores outliers, which
is exactly what we need.

For our application, a cluster is transformed in an interval by taking the smallest interval con-
taining the cluster; in other words, any gap is filled (see Figure 2). For the DBSCAN parameters,
we have chosen k = 10 and ε = 60 ms; k defines the minimum number of points in a cluster, so
the smallest interval found was 10/512 Hz ≈ 20 ms. ε defines the minimum distance between two
points in different clusters, hence sequences of contiguous points from the t-test less than 60 ms
apart are fused together; when Ne and Pe components are present, they generate (more or less)
contiguous sequences of points passing the t-test, and these sequences are fused by clustering, as
they are closer than 60 ms.
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Figure 2: Procedure for the identification of significant intervals. Top: shadowed areas contain
the samples that passed the t-test with a p-value of 0.01 or less. Middle: clustering of samples.
Bottom: the interval used for classification.

The channels with the most significant interval found by the t-test have been Cz and Fz, in
accord with the literature. For this reason, we use only these two channels for automatic epoch
classification. As a further simplification, the intervals found by DBSCAN for the two channels are
fused together (the minimum interval encompassing both is taken), and used for both channels.

The significant intervals are then used to extract two different kinds of features: raw sample
values and coefficients of polynomial approximation. Features of the first kind are just all the
samples of the EEG signals falling within the time interval found as previously explained. The
second kind of features is computed by fitting (in the least square sum sense) two third-grade
polynomials to the EEG signals from the Fz and Cz channels of each epoch; the 8 (4+4) coefficients
of both polynomials represent the extracted features. Features are then fed into classifiers.

We used two standard classifiers, linear discriminant analysis (LDA), and k nearest neighbor
(k-NN), and two methods from the literature, which were already been applied to detect other
event-related potentials: the Bayesian method described in [8], and the SVM-based approach [9].
LDA was applied to both kind of features, while k-NN only to raw samples. The SVM-based
method was applied to all the four channels of whole epochs, as a sort of a check that the selection
of channels and time interval would not lower the classification performance.

4 Results and conclusions

Table 1 shows the classification results, as the mean values of recall (fraction correctly classified)
for ErrP and non-ErrP epochs obtained with a 3-fold cross-validation scheme applied to the three
sessions of each subject. The column labeled size shows the number of epochs, either ErrP or non-
ErrP, that remained after discarding the most noisy ones followed by their original number (please
recall that we discared epochs affected by relevant EOG artifacts). The column labeled LDA is
for LDA applied to raw samples, while P. LDA stands for LDA applied to polynomial coefficients.
Except for Subject 3, the best classifiers (SVM and LDA with polynomial coefficients) reach about
80 % of recall, which is quite good. The performance for Subject 3, whose responses in Figure 1.b
are the weakest, is just slightly better than random.

It should be evident that a BCI elicits ErrPs and it is possible to automatically detect them.
The question is, can ErrP detection improve the overall performance of a BCI? We estimated the
impact of ErrP detection by modeling how this affects the performance of the BCI used in this
study.

We considered the case where the user selects the backspace command in the letter grid to
correct all the errors made by the P300 speller, and we computed the expected number of trials
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Subject Size LDA Bayes k-NN P. LDA SVM

S1
ErrP 90 / 92 72 % 74 % 63 % 77 % 84 %
N-ErrP 440/450 86 % 75 % 88 % 87 % 82 %

S2
ErrP 83 / 90 64 % 72 % 60 % 72 % 70 %
N-ErrP 384/426 83 % 81 % 85 % 84 % 84 %

S3
ErrP 56 / 97 50 % 46 % 50 % 54 % 52 %
N-ErrP 284/477 68 % 55 % 64 % 67 % 56 %

S4
ErrP 89 / 92 69 % 65 % 71 % 69 % 79 %
N-ErrP 352/450 86 % 75 % 87 % 83 % 84 %

S5
ErrP 41 / 88 61 % 73 % 63 % 80 % 71 %
N-ErrP 245/443 85 % 76 % 86 % 91 % 80 %

Table 1: 3-fold cross-validated results of ErrP detection in P300-speller tasks
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Figure 3: Trials per letter in a P300 speller with error correction vs. accuracy of the base speller
classifier. The lines for Subjects 2 and 4 almost coincide and have been collapsed.

needed to correctly spell a letter. We derived a formula for this (the derivation is based on the
modeling of the BCI as a simple stochastic process that is beyond the scope of this paper):

tL =
1

p · rC + (1− p) · rE + p− 1
, (1)

where p is the accuracy of the selection of the letter, i. e., the BCI accuracy, rE is the recall of
ErrP epochs, and rC the recall for non-ErrP epochs (i. e., correct letters). To be fair, the recall
values in Table 1 cannot be used directly, as they are calculated after throwing away some epochs.
If we treat discarded epochs as if they were classified as non-ErrP, then we have

rE = fE r′
E rC = 1− fC (1− r′

C) , (2)

where fE and fC are the fraction of epochs kept, and r′
E and r′

C are the recall values computed on
the epochs kept.

The improvement in BCI given by ErrP detection can be measured as the reduction in the
number of trials needed to properly spell a letter; Figure 3 shows the expected number of trials
needed to spell a letter correctly, as a function of the precision p, for the five subjects of the study.
We used Equations (1) and (2) applied to the results obtained with the LDA classifier applied to
polynomial coefficients, which is a reasonably simple system with good performance. The dashed
red line is a reference that represents the expected outcome with no automatic error correction
(rE = 0, rC = 1). While Subject 3 seems not to get any benefit from automatic error detection,
the other subjects can benefit from it when the accuracy of the P300 speller is no more than 75 %.
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We have described a procedure to recognize ErrPs in an automated fashion when a user inter-
acts with a P300-based BCI. Our results are encouraging, but further work is needed to improve
the performance. First of all, epochs containing EOG activity were excluded from the analysis, and
robustness and validity of our method against EOG contamination should be tested. In addition,
we limited the search of ErrPs in a 0.5 s window after the stimulus, but longer windows could be
explored as done in previous research [10]. Nevertheless, the obtained results show the feasibility
of detecting ErrPs, and we quantitatively show how the automatic error correction based on ErrPs
may impact the overall BCI performance.
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Abstract

This study examined the P300 event-related brain potential elicited during a visual search.
The aim of the study was to determine whether the P300 component and eye movements are
related and how eye movements influence the P300. The results are of importance for the
Brain Computer Interface device called P300-Speller. Only by concentrating on selected
letters in a matrix a P300 event-related brain potential is elicited. If there is no dependency
on eye movements and the P300 component, the P300-Speller could be used by ALS patients
in their late stage of disease, where eye movement control is limited. 17 subjects executed a
visual search paradigm on a 6×6 letter matrix. The set size of the matrix was varied between
8, 16 and 36 letters. The subjects searched for letters in a parallel and serial search under
the condition “free search”, where eye movements were allowed and the condition “fixation”,
where subjects had to focus their gaze on the fixation cross in the middle of the screen. While
performing the visual search, the EEG and eye movements of the subjects were recorded.
Though the “free search”-condition produced a larger P300 amplitude, a distinct P300 could
also be seen in the “fixation”-condition. The latency was nearly the same in both conditions.
This work shows that there are differences in the P300 amplitude between the conditions “free
search” and “fixation”, but eye movements are not a prerequisite to elicit a P300.

1 Introduction

The aim of this study was to determine whether event-related brain potentials (ERPs) – especially
the P300 component – are dependent on eye movements in a visual search paradigm and to
what extent eye movements modulate ERPs. Practical implications of this study concern the
application of a Brain Computer Interface device called P300-Speller for Amyotrophic Lateral
Sclerosis (ALS) patients in their late stage of this neurodegenerative disease. In this stage, patients
have lost control of all voluntary muscle movements except for reduced eye movements. The P300-
Speller can help them to communicate with their environment only by their brain activity. The
concentration on randomly flashing target letters in a letter matrix, produces an ERP component
named P300, which is related to attention processes [1].

This study provides basic information of whether a flashing target letter, only recognized in
the peripheral vision without fixating the letter itself elicits a P300. It is well known that people
are able to shift attention between visual stimuli without shifting gaze (i. e. covert attention).
An early ERP study, however, showed that visual evoked potentials were larger for stimuli at
the attended location [2]. Additionally, a recent study [3] can confirm these results: for steady-
state visual evoked potentials (SSVEP) subjects produced a much stronger response to stimuli
they could shift their gaze to than to overlapping stimuli. Kaper et al. [4] assume that not only
cognitive processes play a role for eliciting a P300 component in the P300-Speller but also sensory
information from different highlightings of focused and unfocused symbols are likely to result in
different stimulations in the visual cortex.

The P300 component is the third positive deflection in voltage at a latency roughly between
350 and 500 ms after stimulus-onset. In general, a distinction can be made between a novelty
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P300 (P3a) and a target P300 (P3b, or “classical” P300). The focus of this study is on the P3b –
henceforth called P300: With a maximum peak at the centroparietal site the P300 amplitude is
smaller for difficult tasks where low stimulus discriminability is given. Under condition of attention
a P300 is elicited after randomly presented rare target stimuli which appear less frequently than
the non-target stimuli. This scheme is called oddball-paradigm [5]. As studies showed, a larger
P300 amplitude is seen in target trials than in non-target trials [6, 7]. The oddball-paradigm is
used with the P300-Speller.

Visual search is the act of searching for a target among non-targets on a screen. In general,
one distinguishes between a parallel pop-out search and a serial search [8]. The parallel search is
an easy task where the target is detected in a short time independent of the set size in contrast
to the serial search. Although there are no differences in reaction times, Luck and Hillyard [6]
showed in their EEG-studies on visual search that the set size had an effect on the P300 amplitude
in both search tasks. The P300 amplitude was larger for small set sizes in parallel search and for
larger set sizes in serial search.

The main research question of this study is focused on the P300 component characteristics
between the conditions “fixation” and “free search”. Results of EEG-studies with a visual search
paradigm derive all from a fixation condition due to the artefacts that eye movements cause in
the EEG. It is the goal of this study to see how the P300 component varies between a free search
vs. a fixation condition and, further, if there are differences depending on set size and search task.

2 Methods

2.1 Subjects

Twenty volunteers (2 male) took part in this study. They were between 20 and 34 years old
(M = 25.15, SD = 3.95), right-handed and had normal or corrected-to-normal vision. Fifteen of
them were undergraduate students of Psychology at Graz University. To eliminate those subjects
with colour deficiency, participants completed the Tests for Colour Blindness by Ishihara (1962)
beforehand. Three subjects had to be excluded due to technical problems.

2.2 Stimuli

Similar to the P300-Speller [1] a 6× 6 letter matrix filled with white capital and lower case letters
of the Latin alphabet from A to Z was used. There were two types of targets: Green or red letters
used in the parallel search and the capital letters ‘E’ or ‘B’ used in the serial search. Non-targets
were randomly picked white letters on a black background. Eight, sixteen or thirty-six letters were
placed in every matrix; the targets had a fixed position in the matrix although not in the near
vicinity of the fixation cross, whereas the non-targets were randomly put in. On positive trials
(p = 0.33) one of the letters described above was the target and the others were distractors; on
the negative trials (p = 0.66) all letters were distractors.

The matrices had a resolution of 960 × 720 pixels and were positioned in the centre of the
screen which had a resolution of 1280 × 1024 pixels. The distance between subject and screen
was 60 cm and the letters were located within an imaginary matrix 10.2◦ wide and 9.7◦ high. An
example of one matrix can be seen in Figure 1.

2.3 Procedure

The serial and parallel search tasks were run in separate blocks of trials, each consisting of 144
matrices presented in random order. All in all 8 blocks were performed, 4 blocks of each condition
(fixation vs. free search) which were divided into 2 blocks for each search task (parallel vs. serial).
Half of the subjects started with 4 blocks of free search, the other half with the fixation condition.
Within the condition, the search task blocks were randomized.

Subjects were instructed to respond to each matrix by pressing two different buttons indicating
either a non-target or a target trial. Furthermore the participants were instructed separately for
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the free search and the fixation condition: They should focus their gaze on the fixation cross in the
middle of the screen in the fixation condition whereas in the free search they had no limitation.

2.4 Data acquisition and analysis

34 Ag/AgCl electrodes were mounted in an elastic cap according to the international 10-20 system.
For ocular artefact correction the vertical and horizontal EOG was recorded. The electrodes were
referenced to the left mastoid. All channels were band-pass filtered between 0.5 and 70 Hz, and
digitized at a sampling rate of 500 Hz.

Off-line preprocessing was performed with the Brain Vision Analyzer (version 1.02.0002) using
an automatic artefact detection system after the ocular correction; bad intervals were rejected.
Epochs from 100 ms prestimulus to 600 ms poststimulus were used for analyses separately for
all conditions. Peak detection for a positive deflection between 300 and 500 ms was carried out
through all target segments for all subjects. These peak values were taken for the statistical
analyses of differences in the P300 amplitude.

All electrophysiological measures were analysed with repeated measures analyses of variance
(ANOVAs). For the initial data analyses the P300 component was analysed with three factors:
SEARCH TASK (parallel vs. serial), CONDITION (fixation vs. free search) and SET SIZE (8, 16,
36 letters).

The participant’s eye gaze was recorded with the Tobii 1750 eye tracker to provide information
about whether subjects actually fixated the fixation cross during the fixation condition. The
percentage of fixations landing on or next to the fixation cross for the two conditions “fixation”
vs. “free search” was analysed with paired sample t-test.

3 Results

3.1 Eye gaze data

Significantly higher numbers of fixations were found on or next to the fixation cross in the fixation
condition than in the free search (t(16) = 13.62, p < 0.001). The percentage of eye fixations for
each subject including mean value and standard deviation over all subjects is shown in Table 1.
Furthermore an example of a target trial is given in Figure 1 where one can see the difference in
the fixation pattern.

Subject Fixation Free Search Subject Fixation Free Search
B01 42.2 12.9 B11 64.0 30.9
B02 38.8 22.5 B12 60.2 27.3
B03 27.6 11.1 B16 70.3 20.7
B04 44.2 4.1 B17 55.5 20.3
B05 58.6 12.8 B18 60.2 23.5
B06 47.7 21.0 B19 61.8 9.6
B07 78.2 33.7 B20 59.8 20.3
B08 64.5 19.8
B09 60.8 26.8 MEAN 56.04 20.2
B10 44.5 18.8 SD 12.61 7.83

Table 1: Percentage of fixations for each subject on or next to the fixation cross for the free search
and the fixation condition.
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Figure 1: Examples of one target trial with eye fixations indicated by white rings for the free
search (left) and the fixation condition (right).

3.2 EEG data

Statistical analyses of the P300 peak amplitude for both conditions, separately for the search
tasks, showed a highly significant main effect CONDITION (F (1, 16) = 16.02, p = 0.001) with a
larger P300 amplitude in the free search (M = 11.81 µV, SD = 3.37) than in the fixation condition
(M = 9.36 µV, SD = 3.28). The parallel search (M = 15.61 µV, SD = 4.62) elicited a larger P300
than the serial search (M = 5.59 µV, SD = 3.06) as revealed by a significant main effect SEARCH
TASK (F (1, 16) = 184.83, p < 0.001). No significant main effect or interaction involving SET
SIZE was obtained (p > 0.6). Stimulus-locked ERP averages for the fixation condition and free
search are shown in Figure 2.

Figure 2: Grand-average ERP amplitudes at electrode site Pz for the parallel (complete line) and
serial search task (dashed line) in the free search (left) and the fixation condition (right).

Separate statistical analyses were performed only for the fixation condition. The main effect
SEARCH TASK (F (1, 16) = 126.79, p < 0.001) revealed a larger P300 amplitude for the parallel
search (M = 14.09 µV, SD = 4.63) than for the serial search (M = 4.63 µV, SD = 3.26) as seen for
both conditions combined. A significant SET SIZE×SEARCH TASK (F (2, 32) = 3.77, p < 0.05)
interaction was observed displaying a larger P300 amplitude for 16 letter matrices (M = 15.11 µV,
SD = 4.92) than for 36 letter matrices (M = 13.22 µV, SD = 4.86) in parallel search. The average
ERP waveforms are displayed in Figure 3. Additionally, no significant main effect of interactions
involving the P300 latency were found (p>0.9).
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Figure 3: Grand-average ERP amplitudes for the fixation condition elicited by parallel search
tasks (left) and serial search tasks (right) at set sizes of 8 (dotted line), 16 (dashed line) and 36
letters (complete line).

4 Discussion

The P300 component varies within both the search task and the condition. The free search
condition with no limitations in eye movements elicited a larger P300 amplitude than the fixation
condition. It can be said that the task was easier in the free search as seen in much faster reaction
times. Therefore, the target could be recognized much more easily and the decision on the presence
of a target was made with more confidence.

As seen in Figure 3 the P300 amplitude is much larger in the parallel search than in the serial
search. This could result from a difference in complexity of the two tasks. Figure 3 displays differ-
ences of the P300 amplitude concerning the set size as according to the significant set size×search
task interaction: A smaller set size elicited a larger P300 amplitude for parallel search trials. Ad-
ditionally, the opposite can be seen, albeit not as distinct, for the serial search task. A study done
by Allison and Pineda [9] confirms this result with an increase in P300 amplitude as the size of
the matrix increased.

Table 1 shows that all participants focused the fixation cross in the fixation condition as
instructed by the operator. It is also seen that in the free search condition where eye movements
were allowed the fixation cross is often focused as well. One explanation can be that it was not
necessary to shift one’s gaze away from the cross to find the coloured letter especially when the
subjects started with the fixation condition and were used to find letters while fixating the cross.

Concerning the latency of the P300 no significant differences were found. Although the P300
latency is thought to index classification speed, which is proportional to the time required to detect
and evaluate a target stimulus [5], no correlation between the latency and reaction times could be
discovered.

5 Conclusion

This work shows that there are differences in the P300 amplitude between fixation (i. e. detection
of target letter in peripheral vision) and free search (i. e. target letter in gaze focus) though eye
movements are not mandatory to elicit a P300. According to the results of this study it can
be said that ALS patients with limited control of their eye movements may still be able to use
the P300-Speller. However, it must be considered that there may be abnormal evoked potentials
in ALS patients besides individual differences in P300 amplitude and latency [10]. Only further
experiments will show whether the P300 component can be classified in single EEG trials despite
limited eye movements on letter matrices.
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Abstract

The P300 Speller was proposed in 1988 by Farwell and Donchin [1]. In this Brain Computer
Interface (BCI), a matrix of symbols is presented whose rows and columns are sequentially
intensified. In this study, we investigated the influence of three stimulation parameters: the
enhancement of the symbols while intensified, the inter-stimulus interval (ISI) and the reduc-
tion of flash duration. Results indicate that symbol enhancement increase P300 amplitude
and the ensuing classification accuracy by a Fisher LDA. P300 amplitude and classification
accuracy decrease with faster ISI. Finally, reduction of flash duration do not increase the P300
amplitude but yielded a better classification accuracy.

1 Introduction

Farwell and Donchin presented in 1988 [1] a BCI based on the P300 EEG evoked response. This
BCI is used for communication by spelling words. The subject looks at a 6 × 6 matrix of grey
symbols (letters, numbers, . . . ) on a black background. The subject’s task is to focus attention
to one of the symbols in the matrix (the target). Each row and column is flashed sequentially in
a random manner and the subject has to count the number of intensifications of the same target.
Each flash of the row or the column containing the target symbol produces a P300 response while
non-target flashes do not. Averaging over responses to each row and each column and feeding a
classifier with these average responses enables to detect the target symbol.

A large amount of work has been devoted to feature extraction [2] and classification [3] but
only few studies have provided insights on the influence of stimulation parameters. Allison and
Pineda [4] studied the effect of matrix size on the amplitude of the P300 response. Larger matrices
evoked larger P300 amplitude but did not improve classification accuracy [5]. It was also shown
that the P300 amplitude increases with slower ISI [6]. But again, it didn’t improve the classification
accuracy [5]. Finally, the symbol size was manipulated with no effect on classification accuracy [7].

The purpose of this study is to examine the impact of two new stimulus properties: the en-
hancement of the symbols coupled with intensification and the flash duration. We also manipulated
the ISI. In this paper, we focus on the quantitative evaluation of experimental parameters on the
ensuing features to detect the P300 response in single trial responses. Features are first compared
on average. Then, an online analysis is mimicked and a linear classifier is applied to estimate the
relative performance of the experimental manipulations as a function of the number of accounted
observations.

2 Methods

2.1 Subjects

Four healthy volunteers (four women 21, 22, 20 and 22 years old) were paid to participate. All
subjects reported normal vision. They had no previous experience with the P300 speller paradigm,
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nor with any other BCI paradigm. The protocol of this experiment was approved by the regional
Ethical Committee and each subject signed an informed consent, prior to the experiment.

2.2 Stimulation device

Stimulation was handled by a C++/SDL software on a dedicated computer. While visual stimu-
lation was sent to a CRT screen (vertical screen refresh equal to 60 Hz, resolution 1024 × 768), a
trigger (for the flashed row or column, from 1 to 12) was sent to the EEG amplifier via parallel
port. Since the trigger clock was based on the refresh screen VGA signal, the jitter between visual
stimulations and triggers was less than 0.1 ms (as measured by an optoelectronic sensor).

2.3 Data acquisition and preprocessing

EEG activity was recorded continuously from 32 active electrodes (actiCap, Brain Products GmbH,
Munich) at standard locations following the extended 10/10 international system, referenced to
the nose and grounded to the forehead. Horizontal and vertical electro-oculograms (EOG) were
recorded from the right eye. All impedances were kept below 10 kΩ throughout the experiments.
EEG signals were bandpass filtered between 0.1–150 Hz (EOG signals were bandpass filtered be-
tween 0.01–150 Hz), amplified and digitized at a rate of 1 kHz using a BrainAmp amplifier (Brain
Products GmbH, Munich). The EEG was collected and stored using BrainVision Recorder soft-
ware from Brain Products.

2.4 Experimental setup and design

The subjects were seated in a comfortable chair at 1.2 m from the CRT screen. They were watching
a 6× 6 matrix of letters (a–z), numbers (1–9) and symbol ( ) (see Figure 1 (a)). The experiment
was divided into runs. Each run corresponded to one word (or non-word). Before each run, the
entire word to be spelt was displayed at the top of the screen. The subject was instructed to focus
his attention on the current target symbol (which was displayed in between brackets next to the
target word) and to count the number of times this symbol was intensified. After each symbol,
there was a 3 s delay. During this period, the subject indicated the outcome of his counting and
then focused his attention on the next symbol. The subject could make a short break after each
run. Before and after the experiment, a resting period of 3 minutes was recorded, during which
the subject was instructed to remain still and to watch a black screen.

(a) Stimulation matrix. (b) Enhancement of a row while intensified.

Figure 1: On the left, stimulation matrix for the word SIX with current target S. On the right,
an example of the enhanced condition, symbols on the second row are larger while intensified.

Five conditions were tested in blocks, randomly presented across subjects. Conditions are
detailled in Table 1. In each condition, the user had to spell 5 words (or non-words) made of 2
to 4 letters (or numbers) such that each condition involved the same following 15 symbols [A E
I L M O P R S T U V X 9 5] to be spelt in. These 15 selected symbols were evenly distributed
all over the screen matrix. There was at least 3 symbols in each quarter of the screen. For each
symbol, each row and each column was flashed 15 times in a random sequence. The angular
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Condition Flash ISI Font Accuracy Bitrate
duration size (%) (bits/min)

enhanced slow 100 ms 500 ms +5 91.25 2.86
enhanced medium 100 ms 350 ms +5 91.11 4.08
enhanced fast 100 ms 200 ms +5 85.83 6.42
classic 100 ms 200 ms +0 81.66 5.90
short flash 50 ms 200 ms +0 85.13 6.34

Table 1: Description and mean results (accuracy and bitrate for 15 repetitions using a LDA
classifier and the entire ERP from 0 to 500 ms) of the different conditions of stimulation.

dimension of the matrix was 8.67◦H × 11.33◦W. Each symbol subtended 0.48◦H × 0.48◦W of
visual angle and the distance between each character was 1.24◦H × 1.62◦W. In the enhanced
conditions, symbols were larger (font size +5) while intensified (see Figure 1 (b)). In that case,
they subtended 0.62◦H × 0.62◦W of visual angle. Three inter-stimulus intervals (ISI) and 2 flash
durations were tested in different blocks (see Table 1).

2.5 Evoked potential analysis

Averaging was done separately for each of the 12 rows and columns in a time window ranging from
300 ms before to 1000 ms after stimulus onset. A baseline correction was applied to each event-
related potential (ERP) using random epochs of 300 ms from the resting period recorded at the
beginning of the experiment. Then, another average was performed across the 15 symbols in each
condition, leading to one ERP by condition and subject computed over 15symbols× 15flashs× 2
(1 target row + 1 target column), i. e., 450 trials. Finally, these evoked potentials were digitally
filtered with a band-pass filter (butterworth filter, 0.2–30 Hz, slope 24 dB/octave).

2.6 Fisher linear discriminant analysis

Single trials were epoched between 0 and 500 ms after stimulus onset. For each condition, averaging
within symbol and row/column was performed using 1 up to all 15 trials When averaging less than
all 15 trials, the trials were randomly selected. Evoked potentials were digitally band-pass filtered
(butterworth filter, 0.2–30 Hz, slope 24 dB/octave) and downsampled at 120 Hz. Two kinds of
features were used: the vector of 60 samples (corresponding to the whole ERP) and the maximum
amplitude of the ERP between 300 ms and 500 ms. This yielded 15 symbols ×2 (1 target row and
1 target column) = 30 target samples and 15× 10 = 150 non-target samples for each subject and
condition. A leave-one-out strategy for cross-validation was adopted. This means that the data
were split into a training set of size N − 1 (where N is the total number of samples) and a test set
of size 1. Then the average of the squared error on the left-out pattern over the N possible ways
of obtaining such a partition was used as test and the rest as training of a Fisher LDA classifier.

3 Results

3.1 Behavioral measure

The subjects were asked to report the number of flashes they counted for each target. Of course,
no information about the actual number of flashes per symbol was delivered to the subject prior
the experiment. Even though there were always 30 flashes per target, subjects made errors. The
accuracy of this counting was used as a behavioral measure of task difficulty as well as a measure of
attention. The performance rate were: enhanced slow (98.2 %±0.7) > enhanced medium (98.1 %±
1.0) > enhanced fast (97.8 %±1.2) > classic (96.9 %±1.7) > short flash (96.3 %±1.9). Note that,
as expected, the worst result was obtained in the most difficult task: short flash (short ISI and
short flash duration) whereas the best result was obtained in the easiest condition: enhanced slow
(longer ISI).
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3.2 Evoked potential comparison

(a) P300 topographies for all conditions.

(b) ERPs for enhanced fast, classic and short flash conditions.

(c) ERP for each enhanced conditions.

Figure 2: Grand-average ERP (over subjects) for target stimulus recorded at Pz electrode and
global topographies in the different conditions.

ERP scalp topographies at the maximum of the P300 (389 ms) were computed using spherical
spline interpolation [8] for each condition (see Figure 2 (a)). The maximum of the P300 response
is located on the Pz electrode for all the conditions. Therefore, the study focuses on this particular
electrode.

The averaged waveforms over subjects for the classic, the enhanced fast and the short flash
conditions are shown in Figure 2 (b). We observe that the enhanced fast condition elicits larger
positivity than the classic condition. Across the 4 subjects, the mean rank of condition en-
hanced fast and classic are significantly different for the maximum amplitude (Kruskall-Wallis
test, p = 0.0264) and the mean amplitude (Kruskall-Wallis test, p = 0.0264) between 300 ms and
500 ms.

The averaged waveforms over subjects are shown in Figure 2 (c) for the three enhanced con-
ditions. We observe that the longer the ISI, the larger the positivity between 300 and 500 ms.
The maximum amplitude of the P300 response is also a function of the ISI. However, across the
4 subjects, the difference between the three enhanced conditions appeared not to be significant,
neither in terms of maximum amplitude (Kruskall-Wallis test, p = 0.1462), nor in terms of mean
amplitude between 300 and 500 ms (Kruskall-Wallis test, p = 0.2106).
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(a) Maximum of Amplitude. (b) Window 0–500 ms.

Figure 3: Mean accuracy over the four subjects of the Fisher LDA classifier for each condition
and for two kinds of feature (on the left, the maximum of amplitude between 300 and 500 ms and
on the right, the entire ERP from 0 to 500 ms).

3.3 Classification performance

The averaged accuracy over subjects of the Fisher LDA output is represented in Figure 3 for
both the maximum amplitude and the entire ERP features. Consistent with [9], the accuracy
grows with the number of flashing repetitions (i. e. with the quantity of information) used for
averaging whatever the condition or feature type. Furthermore, whatever the type of feature
and the number of accounted repetitions, the best results were obtained with the enhanced slow
condition closely followed by the enhanced medium condition. Finally, the enhanced fast condition
elicited better accuracies than the classic and the short flash conditions for most of the number
of accounted repetitions. These results are consistent with our observations derived from the
averaged waveforms, either based on amplitudes or areas under the curves.

4 Discussion

This study demonstrates several points. First, the size enhancement of the symbol during inten-
sification both affects the amplitude of the P300 response and increases the accuracy of a LDA
classifier. As the symbols increase in size when intensified, the stimulus intensity is higher. One
possible explanation would be that the amplitude of the P300 response increases with stimulus
intensity [10]. A way to confirm this hypothesis would be to vary the intensity difference between
target and non target symbols by manipulating the color or the contrast. Second, short flash
stimulation (50 ms) renders task more difficult than the classical paradigm. Incorrect number of
counts is higher than for the classical paradigm but there is no statistical difference in terms of
P300 amplitude. LDA accuracy is higher maybe because this stimulation yields shorter peak la-
tency. To confirm this hypothesis, different time windows of analysis should be compared. Third,
increasing ISI leads to increased amplitude of the P300 response as well as increased accuracy.
However, increasing the ISI yields a slower BCI. The optimal compromise in terms of bitrate [11]
is the enhanced fast condition (see Table 1). We are currently acquiring more subjects in order to
confirm and generalize these findings. Finally, applying other classifiers should enable us to assess
which are the most relevant parameters and to ensure that the results do not depend on the type
of classifier.
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5 Conclusion

This study has proposed three modifications of the classical P300 paradigm: the size enhancement
of the symbols during intensification, the use of longer ISI and the reduction of the flash duration.
Results have shown that variations of the flash duration has no effect on the amplitude of P300
response but that the accuracy of a Fisher LDA is higher than in the classical condition. Moreover,
the symbol size enhancement during intensification yields bigger amplitude of the P300 and very
high classification rates.
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Abstract

This article describes the first step in the development of a brain-computer interface that
discriminates variations of speed for movements of phantom limbs in amputees. This approach
is intended for controlling prosthesis and/or for treating phantom limb pain by preventing the
cortical reorganization that follows amputation. EEG activity was recorded from six patients
with unilateral lower limb amputation, while they plantar-flexed their ankle (of the phantom
limb) at two rates of torque development. Movement-related cortical potentials (MRCPs) were
classified using a novel pattern recognition approach that uses adaptive wavelet decomposition
for feature extraction and support vector machine (SVM) for classification. Misclassification
rates of less than 5 % could be obtained from single channels overlying sensorimotor cortical
regions in the two subjects with most recent amputations whereas the misclassification rate
was substantially higher for the other subjects. The results suggest that cortical reorganization
occurring after the amputation prevents the ability of cortically expressing movements of
phantom limbs.

1 Introduction

Amputated patients could benefit from the use of Brain-Computer Interfaces (BCI) either for
controlling prosthetic devices or for therapeutic purposes. For example, the use of a BCI may
prevent or reduce cortical reorganization following the amputation, which has been shown to be
associated to phantom limb pain [1, 2, 3]. Cortical reorganization could be attenuated by training
with a BCI system that uses cortical potentials related to movement of the phantom limb. For this
purpose, the steady-state movement-related cortical potentials (MRCPs) seem to be a reasonable
type of cortical expression. These cortical potentials reflect preparation, execution and control of
performance of a movement and are modulated by movement variables, such as perceived effort,
movement speed and intensity [4, 5].
This article presents the preliminary attempts for developing a BCI system dedicated to the reha-
bilitation of lower extremity amputees. The MRCPs associated to the performance of movements
with the amputated limb at different speeds are investigated and classified on a single-trial basis
with a recently proposed pattern recognition approach [6].

2 Methods

2.1 Experimental procedure

Electroencephalographic (EEG) recordings were performed in six patients on discharge from treat-
ment after amputation of one of their lower limbs (details in Table 1). All experimental procedures
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Subject Age Amputation Time after Phantom Phantom Cause of
# (years) amputation sensation limb pain amputation
1 21 left transtibial 1.5 years intense mild Infection
2 56 left transfemoral 8 years weak* absent Infection
3 58 left transtibial 3 years n/a n/a Diabetes
4 59 right transfemoral 9 months intense intense Infection
5 26 left transtibial 3 years n/a absent** Accident
6 66 left transtibial 5 months n/a n/a Diabetes

Table 1: Clinical patient data. Phantom limb sensation and pain scores have been subjectively
reported by the patients; *This patient describes the phantom limb permanently locked at a certain
position; **Chronic pain patient because of a spinal injury from the accident; n/a = not available.

were approved by the local ethical committee and all patients gave their written informed consent
before participation.

Subjects were initially asked to execute isometric plantar-flexions with their able leg on a
pedal instrumented with strain gauges for torque measurement. These trials comprised two rates
of torque development (RTD) at a constant target torque (TT). Submaximal torques were defined
as percentages of the average torque expressed in 5 maximum voluntary contractions (MVC),
performed with 3-min rest intervals. The two RTDs were defined as ballistic (as fast as possible)
and moderate (15 % MVC / s) with TT equal to 60 % MVC. These contractions – 25 for each
RTD, performed in random order – were used for priming the subjects on the tasks to perform
with their phantom limb.

Subjects were then released from the pedal and asked to perform the same tasks using their
phantom limb. They performed 75 randomized trials of the “kinesthetic imagery” for each of
the two RTDs (ballistic and moderate), with short resting intervals every 25 trials. Feedback
on torque (for the real tasks), instruction on which task to perform at each trial, randomization
of trials and timing guidance were controlled by a custom-made software developed in Labview
(National Instruments). In this application, a text instruction indicated to the subject which
task should be performed at the coming trial. Then, following a random period from 1 to 5 s, a
progression bar crossing fixed markers indicated when the subjects should initiate and terminate
the task. After every run of the progression bar, subjects should confirm if the current trial was
valid, by pressing a button. When trials were not valid (by no button press or time out), they
were re-included in the randomization procedure, so that they were accomplished at a later stage.
The experimental session ended when all trials were executed and reported by the patient as valid.

The EEG activity was recorded using a 40-channel digital amplifier (Nuamps, Neuro Scan
Labs) and a 32-channel tin electrode cap (Electro-Cap International), with electrodes arranged
according to the international 10–20 system [7]. Vertical and horizontal electrooculographic (EOG)
activity was also recorded. All electrodes were referenced to linked tin electrodes at the earlobes
and grounded at AFz. Signals were digitized at 500 Hz, notch filtered at 50 Hz, and band-pass
filtered between 0.01 and 30 Hz. The recordings were segmented in epochs from 1 s before to 3 s
after the task onset. Epochs with EOG activity exceeding 125 µV were discarded. Only trials
related to the imagined movement of the phantom limb were further analyzed.

2.2 Signal processing

The pattern recognition method was based on wavelet transformation (feature extraction) and
support vector machine (SVM) (classification) and is described in detail elsewhere [6, 8]. Briefly,
a discrete wavelet transform (DWT) over 9 scales (512 signal samples) was applied to the EEG
signals. The mother wavelet was parameterized from the scaling filter [8] and optimized in order
to minimize the estimated (from the training set) probability of error. The features were the
marginal distribution over time of the DWT. Supervised classification was performed using SVM
with Gaussian kernel, optimized on the basis of the probability of error estimated on the training
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Figure 1: Grand average of MRCPs at location Cz.

set [6, 9]. Thus, the pattern recognition system was based on two optimization processes performed
on the training set of signals: for each selection of the mother wavelet the parameters of the
classifier were optimized (internal optimization) and the optimal mother wavelet was chosen as
that leading to minimum estimated probability of error (external optimization).

Performance was evaluated with cross-validation by dividing the entire set of available signals
in three subsets, two used for training and one for testing. The sets were permuted and the average
error rate from the 3 test set classifications was used as a measure of performance.

3 Results

The grand average of MRCPs at location Cz over all subjects is presented in Figure 1. The average
potentials show a clear difference between MRCPs generate under the two different RTDs.

The topographical distributions of misclassification rates are presented in Figure 2, where
arrow markers indicate focal regions corresponding to the lowest misclassification rates. The
lowest error rates were obtained in subjects 4 and 6 and corresponded to 3.3 % (at P4) and 0 % (at
CPP2, between CP2 and P2), respectively. The location CPP2 presented also the lowest averaged
misclassification rate (25.6 %±13.3) over all subjects, followed by the location P4 (28.6 %±14.9).

The lowest misclassification rates were obtained from subjects who were recently amputated
(subjects 4 and 6, see Table 1). Figure 3 presents the misclassification rates at locations CPP2
and P4 as a function of time after the amputation.

4 Discussion

This article shows the preliminary results of a comprehensive study for recording and classify-
ing MRCPs associated to movement of phantom limbs in lower extremity amputees, which is a
preceding step for the development of a BCI system for therapeutic and functional purposes.

The MRCPs associated to movement of phantom limbs are very similar (in shape and ampli-
tude, Figure 1) to those associated to imaginary and real movements of intact limbs in able-bodied
subjects [5, 10]. Our results also confirm previous functional imaging studies which found that
movement of amputated and intact limbs generated similar levels of cortical activity [11, 12].
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Figure 2: Topographical distributions of misclassification rates for each of the participants (#1
to #6). Grey scale expressed in percentage (%). Arrow markers indicate focal regions where the
lowest misclassification rates were obtained.

Figure 3: Misclassification rates as a function of time after amputation.
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The classification approach adopted has proven to efficiently separate single-trial MRCPs re-
lated to different RTDs in all subjects (33.2 %±7; average missclassification rate over all subjects
and channels), with exceptionally low misclassification rates in two of the participants (as low as
0 %). The lowest misclassification rates were predominantly localized in centro-parietal electrodes
(mainly CPP and P lines) in all subjects, indicating that the discriminations are related to sen-
sorimotor processes. Except for subject 4, all subjects had the left leg amputated, but there is
not a clear trend on the hemispheric dominance of the discrimination of movements. Hemispheric
dominance in these patients may be influenced by the residual limb sensation, phantom limb pain,
and time after amputation. Moreover, patients may inadvertently project the actions of the phan-
tom limb to the intact one, which might explain the topographical distributions of subjects 2, 3
and 6 in which the focal regions of low misclassification rates are at the left side (Figure 2, arrow
markers), i. e. ipsilaterally to the amputated limb.

An interesting finding was that best classification performances were obtained from patients
with the most recent amputations. Figure 3 shows that there may be a correlation trend between
classification performance and time after amputation, which is probably related to processes of
cortical reorganization that follows the amputation [1, 2].

5 Conclusion

A recently proposed pattern recognition method, based on adaptive wavelets, has been used to
discriminate cortical activity related to variation of “speed” (RTD) in movements of phantom limbs
in amputees. Excellent classification performance (error < 5 %) could be achieved in two subjects
at scalp sites overlying sensorimotor brain regions. The best results, however, were obtained in
recently amputated subjects, suggesting that the ability of cortically expressing movements of
phantom limbs depends on the time from the amputation.

Acknowledgments: The Danish Research Agency (Contract 2117-05-0083) and The Obel Family
Foundation supported this study.
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Abstract

Brain-Computer interface (BCI) systems can provide an alternative communication chan-
nel for severely disabled people. Rapid recognition of user intent is important for many BCI
applications, such as navigating a wheelchair, controlling a complex robotic system, online
games or chatting, or military applications, and is especially important if the user must com-
municate during an emergency. Classification can occur more rapidly if a shorter segment of
EEG data is used, but this typically impairs accuracy. Changing the model order number of
an autoregression (AR) approach may make it possible to reduce segment length while main-
taining good accuracy. This paper shows that the optimal model order varies across subjects.
Thus, individual model orders should be developed for each user.

1 Introduction

Brain-Computer Interface (BCI) systems detect specific patterns in brain activity and translate
them into control commands for soft- or hardware devices [1]. The principal goal of BCI research
is to provide a communication system for severely disabled people. These communication systems
vary from simple spelling applications to complex control of robotic systems [2], prostheses [3]
or a wheelchair [4]. Yet the main problem with BCIs remains low transfer rates, which results
partly from the fact that a few seconds of EEG data are typically needed to infer user intent.
Reducing the amount of data needed for a BCI to attain accurate performance could reduce the
latency between forming an intention and executing a command. This could increase the number
of commands per minute, improve information throughput, and make BCIs more practical for
applications and situations that require rapid communication from the user [5].

The brain signal is quite unstable and varies between different users and different sessions.
Therefore, the BCI must be adapted to every user. These adaptations consider many variables,
e. g., the proper electrode positions for acquiring EEG data, the segment length of the data to be
analyzed during one signal processing step [6], the threshold for the classifier or even the classifier
itself [7], the optimal SSVEP frequency, etc. Common for all these adaptations is that there is often
a constant feature extraction method for the brain activity patterns, whereas the preprocessing or
the classification can be individual to each subject. To quickly respond to each user’s intention,
all parts of the system should be as fast and reliable as possible. Therefore, the analyzed data
should be as short as possible and other adaptation methods should be used.

Some BCIs use, for example, auto-regression (AR) to model the user’s intention or noise during
the signal processing [8, 9, 10]. The order of the AR model stays constant over all subjects and
varies only between the BCIs themselves, whereas the order of the AR model is mainly chosen
between 5 and 20 [9, 11, 12]. Liavas et al. mentioned also higher AR orders for modelling EEG
data [13].

This paper suggests adapting the order of the auto-regressive model for noise estimation in a
BCI based on steady-state visual evoked potentials (SSVEP) and validates a positive effect on the
classification of the user’s intention for individual AR-orders.
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2 Methods

2.1 Subjects and procedure

Six healthy subjects (5 male, 1 female), between 25 and 31 years old, participated in this study.
All of them took part in several earlier BCI studies and needed no vision correction.

The subject’s task was to consecutively focus attention on one of 4 LEDs blinking with different
frequencies. The used frequencies (13 Hz, 14 Hz, 15 Hz and 16 Hz) were chosen according to prior
work [14]. The overall run lasted 55 seconds. During the first 10 seconds, the subject had to relax
and not focus on any of the LEDs. After that and every 10 seconds, the subject heard a sound
signal indicating to switch attention immediately to the next LED (starting from 13 Hz). After
focussing on the last LED (16 Hz), another sound signal instructs the subject to relax again. The
run ends 5 seconds after focussing on the last LED. After every run (2 or 3 total, depending on
the user), the subject got a short break (30 s) before the next run started.

The data were recorded non invasively with an EEG-cap. The electrodes for measuring the
SSVEP response were placed at sites PO3, PO4, O9, O10, Oz and Pz using the extended 10-20
system of electrode placement [15]. The reference electrode was placed at Cz and the ground
electrode at AFz. The data acquisition was done at a sampling frequency Fs = 512 Hz.

2.2 Signal processing

Because of environmental noise and artifacts, the frequency the subject is focussing on during
an SSVEP experiment can not be clearly identified in the acquired EEG data. To magnify the
SSVEP response and to decrease the noise, one possibility is to combine the electrode signals into
new channel signals. For the creation of one or several channel signals, Friman et al. considered
the minimum energy combination as the best [11]. Due to good results for that method verified
in other applications [14], the minimum energy combination is also used in this paper.

2.2.1 Feature extraction

The extraction of stimuli frequencies in the recorded data is done by calculating their signal-to-
noise ratios (SNR):

SNR =
P̂

δ̂

where P̂ is the estimated total power at the SSVEP frequency, and δ̂ is the estimated noise
power in the same frequency.

For estimating the noise power, auto-regressive AR(p) models of order p are fitted to the
channel signals by solving the Yule-Walker equations using a Levinson-Durbin recursion [16].
With the resulting AR(p) model parameters α1, . . . , αp, the variance σ̂2 of the white noise driving
the AR(p) process, the number of considered samples Nt and the sampling frequency Fs, the
following equation estimates the noise power of the kth SSVEP harmonic of stimulus frequency f
in the lth channel signal sl:

δ̂k,l =
πNt

4
· σ̂2

|1 +
∑p

j=1 αj exp(−2πijkf/Fs)|2

where i is the complex
√
−1.

2.2.2 Classification

A threshold based linear classifier is used to classify the frequency the subject is focussing on. The
SNR of a frequency has to exceed a threshold to be considered as the desired frequency. If more
than one SNRs exceeds the threshold the frequency with the highest SNR is classified.
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Number of classifications
AR order 13 Hz 14 Hz 15 Hz 16 Hz Threshold
6 13 9 0 1 2.06
20 18 10 0 1 2.24
40 17 17 1 7 2.51
60 12 10 1 9 3.12
First correct classification (in seconds)
AR order 13 Hz 14 Hz 15 Hz 16 Hz Threshold
6 11.9 23.8 – 50.2 2.06
20 11.8 21.4 – 50.2 2.24
40 12.0 20.7 30.1 40.7 2.51
60 11.9 23.9 30.1 40.7 3.12

Table 1: Results of different auto-regressive (AR) orders for noise estimation for one subject
and one run. The upper part of the table shows the number of correct classifications during
each period of focussing on that specific frequency. A frequency is classified if the SNR of that
frequency exceeds a threshold. The threshold is the same for each frequency in each AR order
calculation, and is determined as the minimal threshold (considering two decimal places) for which
the accuracy reaches 100 % correct classifications. The lower part shows the timepoint of the first
correct classification (according to the protocol) of each frequency in that run.

2.3 Offline analysis

To compare the noise estimation with different AR-orders, an offline analysis of the data was
done. Every 0.1 s of the recorded data, a classification was made. The window length of the data
that has to be analyzed during each feature extraction step was set to 0.5 s to guarantee fast
classifications. The noise estimation was calculated using 4 different AR-orders (6, 20, 40 and 60).
For every AR-order, the threshold was set to a common threshold over the 4 frequencies according
to the classification output, i. e., the minimal possible threshold that guarantees only true positive
classifications with the recorded data was chosen.

3 Results

Table 1 shows the result of the offline analysis for subject 3 and one run (run 2). The numbers of
classifications for all frequencies and all 4 analyzed AR orders are given as well as the timepoint
(according to the protocol) in the data, when a frequency was classified the first time. From that
timepoint the time that is necessary to classify a frequency when a person starts to focussing on
that frequency can be derived.

Table 2 shows the average results of all runs for each of the 6 subjects. The first classification of
a frequency is the average from the values of the 4 frequencies and is therefore not given as specific
timepoints as in Table 1. Table 2 also shows the classification accuracy. Though the determined
threshold allows only true positive classifications, the accuracy is lowered if a specific frequency
could not be classified at least once during the 10 s period the subject was supposed to focus on
that frequency. 100 % accuracy means that all frequencies could be classified during each run.

4 Discussion

The results in Table 1 were calculated for different noise estimation AR orders for the data recorded
with one subject. As it is shown, with an AR order p = 6 or even p = 20, which is the common
range of AR orders for Brain-Computer Interfaces, the BCI was able to detect and classify 3
frequencies (13 Hz, 14 Hz and 16 Hz). The 15 Hz frequency was not classified at all. These quite bad
results can be explained with the short time-segment (0.5 s) of data used for one classification and
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Subject 1
AR order Classifications Accuracy (in %) Time (in s)
6 45.5 100 2.64
20 59 87.5 2.56
40 62 100 2.43
60 50.5 87.5 1.75
Subject 2
AR order Classifications Accuracy (in %) Time (in s)
6 10.5 87.5 2.23
20 5.5 50 1.23
40 9.5 87.5 2.18
60 7.5 87.5 3.16
Subject 3
AR order Classifications Accuracy (in %) Time (in s)
6 10.7 75 3.82
20 19 75 2.83
40 23.3 91.7 1.66
60 20 75 1.60
Subject 4
AR order Classifications Accuracy (in %) Time (in s)
6 111 100 0.96
20 139 100 0.71
40 106 100 1.07
60 103 100 0.79
Subject 5
AR order Classifications Accuracy (in %) Time (in s)
6 10 66.7 3.03
20 12.3 91.7 3.88
40 14.3 91.7 2.63
60 9.67 83.3 2.89
Subject 6
AR order Classifications Accuracy (in %) Time (in s)
6 25.3 83.3 1.93
20 21.3 83.3 3.31
40 15.3 75 2.40
60 12 66.7 1.76

Table 2: Average results of all runs for each subject. For different AR orders the average number
of classifications (i. e., SNR exceeds the threshold), the accuracy of all classifications (in %) and
the time (in s) for the first classification of a frequency after the subject was supposed to focus
on that frequency, is given. The threshold for the classification was set to the minimal threshold
(considering two decimal places) according to the request that only true positive classifications are
allowed. Therefore, if all frequencies could be classified at least once during a run, the accuracy
will be 100 %.
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with the used threshold. These analyses only considered the minimal threshold where the accuracy
reaches 100 % true positive classifications for each frequency. With a higher segment length, a lower
threshold or individual thresholds for each frequency, the results should be much better. But, as
mentioned before, the goal is to lower the segment length to get a faster classification when the
subject starts to focus on another LED. As seen in Table 1, the classification rate increased with
the order of the auto-regression model for the noise estimation. With an AR order p = 40 or
p = 60, the BCI could classify all 4 frequencies in the recorded data. After the subject started to
focus on the 16 Hz LED, the BCI classified that frequency 9.5 s faster, when the AR order was set to
40. The 15 Hz frequency was correctly classified after 0.1 s after the subject was supposed to focus
at that frequency. This effect seems to be a limitation of the used protocol. In the present study,
subjects knew which stimulus would next be designated as the target. This is realistic in some
BCIs, such as if the subject is moving a cursor in one direction and intends to move it in a known
direction at the next opportunity. Obviously, the subject focussed on the 15 Hz frequency earlier
than instructed. But, the analyze is done on exactly the same data for all different AR orders.
Therefore, if an AR order gives better results than another one, this statement is independent of
the protocol.

Table 2 proves that increasing the AR order of the noise estimation does not always lead to
better classification results. The average result for subject 3 is quite similar to Table 1, because
that table shows the results of one run of subject 3. In Table 1 one frequency could not be detected
for that subject in that run. Therefore, the average accuracy over all runs for that subject is not
100 %. Similar results to subject 3 could be obtained for subject 1, subject 2 and subject 5. For
all these subjects, the noise estimation with an AR order of p = 40 led to the best classification
results regarding accuracy and speed. Contrary to those results, the offline analysis has shown
the worst results for an AR order of p = 40 for that subject with perfect classification (100 %)
of each frequency during all runs and all different AR orders (subject 4). The BCI needed on
average 1.07 s to classify a frequency after subject 4 got the task to focus on that frequency if the
noise estimation uses an auto-regression order of p = 40. However, the time was lowered to 0.71 s
if the AR order was set to p = 20. The results for subject 6 also prove that the AR order should
not be set to a common value for all subjects, because the best accuracy and especially the best
speed was obtained for an AR order of p = 6 for that subject. The results for accuracy and speed
correlate with the overall number of true positive classifications during the 10 s period and lead
therefore to the same conclusion: the order of the auto-regressive model for the noise estimation
should be adjusted for each subject to increase the classification rate and speed.

5 Conclusion

Assume that the segment length of the analyzed data is increased due to misclassifications of the
BCI. But, rapid recognition and classification of user intent is not possible anymore, when the
segment length is increased, because a certain time is necessary after the user starts to produce
the desired brain activity pattern to acquire enough data for the feature extraction step. For
an SSVEP-based BCI that can react quickly to changes in user intent, the length of the window
of the analyzed data should be as short as possible. This paper suggests a possible alternative
to keep good classification results with a shorter segment length: an individual AR order of the
noise estimation for each user. Some users show better results with higher AR orders and some
with lower ones. Therefore, it is necessary to determine the best AR order for each user in
individual calibration steps. Future work should address several topics: verifying the results with
different protocols (e. g., using randomized classes); analyzing the cost and benefits of additional
calibration routines in detail; automating the calibration steps so that the optimal model order
can be determined for each user without expert help; exploring different thresholds for different
frequencies, rather than using the same threshold for all frequencies as in this work; extending
present results to other BCI approaches that use autoregression, such as ERD [10]; and validating
the adaptation of the AR model order with online experiments.
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Abstract

Brain Computer Interface (BCI) enables locked-in patients to communicate with other peo-
ple or control environmental devices. Different components of electroencephalogram (EEG)
signal recorded from the scalp can serve as the input of a BCI system, and P300 potential
is one of them. This paper describes a P300-based BCI: a Chinese typewriter, which utilizes
the Chinese phrasal strokes to type Chinese characters. To achieve this, its user interface
uses seven intensifications in total to elicit user’s P300 potentials. Signal processing module
detects P300 potentials and sends the corresponding output back to the user interface. By
selecting targets through stroke mode and character mode, one can type Chinese characters
in real time, and thus communicate with other people. System design, experimental methods
as well as results are presented in this paper. Experimental results show the user can actually
type Chinese characters via this typewriter.

1 Introduction

Brain-computer interface (BCI) systems aim to provide severely disabled patients with a new
communication or control channel that does not depend on the brain’s neural output pathways
of peripheral nerves and muscles [1]. BCIs utilize signals recorded from the brain as system
input and convert the signals into machine commands by recognizing different signal patterns.
For human-computer interaction, BCIs have shown a new way of communication between the
human and the machine. Invasive BCIs use brain signals recorded below the scalp for pattern
recognition while non-invasive BCIs utilize a variety of neural features extracted from the scalp
electroencephalograph (EEG) [2, 3, 3]. P300 is one component of event-related potentials in EEG
that appears as a positive peak at around 300 ms after the target stimulus onset [3]. The Oddball
Paradigm (OP) is used to elicit P300 potential, in which less frequent target stimuli interspersed
with more frequent non-target stimuli are presented. P300-based BCIs require less operant training
than most other non-invasive BCIs, but averaging over trials is necessary in order to extract P300
from the background EEG [4]. In recent years, several P300-based BCIs differing from the 6 × 6
letter matrix speller developed by Farwell and Donchin [5] were designed. Sellers and Donchin [6],
Piccione et al. [7], and Citi et al. [8] all tried four-choice paradigms, while Hoffmann et al. [9]
developed an electrical appliance controller with a six-choice paradigm in 2007.
In this paper, a P300-based Chinese typewriter is presented. Although most people type Chinese
characters using the input method based on phrasal Pinyin (an input method using 26 English
letters to spell Chinese characters according to their pronunciations), the use of 26 letters on the
user interface is complicated and time-consuming for intensifications. Comparably, input method
based on phrasal stroke (Chinese characters are made of strokes) requires only 5 strokes to form
Chinese characters, which results in a much simplified user interface. Utilizing this input method
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plus 2 functional buttons (“enter” and “back”), our system is able to elicit P300 potential with a
seven-choice oddball paradigm.

2 Methods

A BCI system consists of the brain signal (input), an amplifier, a signal processing module and
an application (output) [1]. In our system, we used P300 potentials as the input and Chinese
typewriter as the output. A 32-channel NuAmps (NeuroScan Inc.) served as the amplifier and two
computers running Windows XP were for user interface (UI) and signal processing. All programs
relative to visualization were implemented in C# while codes related to data were written in C++,
and communication between modules was by Windows Socket.

2.1 Data acquisition

Four electrode channels Fz, Cz, Pz and Oz according to the standard 10–20 system of the In-
ternational Federation were selected to record scalp EEG. They were all referenced to the nose,
grounded to the forehead and digitized at 250 Hz by the amplifier, followed by a low-pass filter
at 70 Hz. Vertical and horizontal EOGs were also recorded for artifact removal. Participants
were asked to count in their minds silently every time the target stimulus flashed during the
experiments. Experiment procedures are is as follows:

1. Testing: One testing session was conducted for each participant at the first time. A two-
choice visual oddball paradigm, followed by a two-choice audio oddball paradigm was tested.
During these runs, participants were asked to click the mouse when the target stimulus
flashed. In the following runs, same paradigms were presented except that no mouse clicking
was required.

2. Training: 2 sessions – 1 session a day and each containing 10 runs – constitute the training
period. The UI was activated as training mode, where no feedback was available from the
signal processing module. EEG signal was recorded during these runs and subsequently
analyzed offline to generate a template of P300 waveform for each participant. The template
would be later used for signal processing during typing.

3. Copy typing: In the next 4 sessions, participants were instructed to practise typing strokes
or characters in the copy typing way. This time, targets as well as feedbacks were presented
on the UI.

4. Free Typing: In these 2 sessions, we tested participant performances of free typing, where
they could type characters as they wanted. Before free typing in each session, 2 warm-up
runs were conducted since we found that subjects performed better after warm-up.

2.2 User interface (UI)

Chinese and English differ in that Chinese characters are hieroglyphic while English words are
alphabetic. Chinese characters are made of strokes and different sequences of strokes form dif-
ferent characters. One widely used Chinese input method on the mobile phone roughly classifies
strokes into 5 categories: horizontal stroke (“—”), vertical stroke (“|”), left-falling stroke (“/”),
right-falling stroke (“\”) and turning stroke (“¬”). Our P300-based typewriter utilizes this input
method, where the five strokes together with two functional buttons (“enter” and “back”) are
presented on the user interface constituting a 7-choice oddball paradigm.

When the typewriter is turned on, it is first in the stroke mode (Figure 1, left) where five
strokes with functional buttons “back”, “enter” are laid out in the bottom part of the UI, and
they are intensified one by one in a random sequence as the stimuli. The top-left part of the UI
lists stroke and character outputs from the signal processing module. Corresponding characters
made of the strokes are updated within the top-right part of the UI in response to the ongoing
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Figure 1: User interface of the Chinese typewriter.

Figure 2: Operator interface on the signal processing PC.

outputs and if the target character appears in this area, the user stops “typing” strokes. Then
he will select “enter” to turn the typewriter into character mode (Figure 1, right). In this mode,
characters previously shown in the top-right part of the UI will substitute strokes as stimuli,
and the user selects a character in the same way as he selects a stroke. All characters that the
user “types” are listed below the outputted strokes. After the selection of a character, the UI
automatically turns back into stroke mode. To customize layouts of the stimuli for different users,
the UI provides a stimuli layout dialogue to coordinate positions of each stimulus. In addition,
there are also dialogues to set up experiment parameters such as intensification time of a stimulus,
ISI (inter-stimulus interval), interval between trials as well as the number of trials for averaging.

2.3 Operator interface

Working simultaneously with the online data analysis, an operator interface is presented on the
signal processing computer. The top part (see Figure 2) is a mirror of the user interface presented
to the participants and the bottom part provides the operator with some real-time information
of the ongoing experiments during copy typing. In Figure 2, area A prompts the current, the
previous and next selections in their intensification codes; area B draws correctness of the last 10
selections, true above the line and false below the line; area C shows the accuracies of intensification
separately so that the operator can check the user’s performance on every single intensification.
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Figure 3: Target and non-target EEG waves.

2.4 Data analysis

Data analysis of the feature extraction and pattern translation followed procedures below:

1. Artifact reduction: First, a correction based on “least squares” regression was applied to
eliminate effects of the EOGs [10]. Then DC components were removed from the recorded
EEG signals, followed by a drifting correction step.

2. Filter and down-sampling: data from the last steps went through a band-pass filter (0.1 Hz
25 Hz) to remove both high and low frequency signals. Then we used the average value of
every three points to reduce dimensionality of the EEG signals.

3. Segmentation and average: Since single trial P300 was generally Submerged within the
background EEG signals, averaging EEG over trials was necessary to enhance P300. This
step segmented continuous data into epochs. Each epoch contained signal data of 800 ms
duration, starting 100 ms before the stimulus onset and ending 700 ms afterwards. Then
epochs from 10 trials were averaged to get an enhanced epoch for each stimulus.

4. Translation: practically, everyone has his/her own waveform of P300 potential, and this led
us to a simple but reasonable method for translation – template matching. It was a straight-
forward method for finding the best fitted test pattern with the template pattern [11]. The
correlation between test patterns and the template pattern was computed as measurement
of “similarity”. And if ratio of the largest and second largest similarity values surpassed the
threshold we pre-set in the configuration, the epoch with the biggest similarity would be
selected as the target.

5. Feedback: stimulus code corresponding to the selected epoch data was returned to the user
interface. If no stimulus code was selected, 0 was sent back.

3 Results

Four healthy subjects (males aged 23, 23, 24 and 26) from our lab took part in the preliminary
experiments and none of them had BCI experience before. They all went through the experiment
procedure described in Section 2.1 in 6 weeks’ time. ISI in the experiments was 100 ms and
data from every 10 trials was averaged for P300 detection. Figure 3 shows P300 and non-P300
waveforms of subject A averaged over 20 trials at PZ, the solid line is the target P300 wave and
all the other are non-target waves.

All the four could “type” Chinese characters with our system in both the copy typing and free
typing sessions. The time for one selection was 100 · 7 · 10 + 3000 = 10000 ms (ISI: 100 ms, Interval
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Subject A Subject B Subject C Subject D
Average of copy typing 47.97 % 70.54 % 65.79 % 67.42 %
Average of free typing 67.20 % 84.91 % 72.32 % 75.42 %

Table 1: Performances for each subject.

Table 2: bit rates per minute in free typing for each subject
Subject A Subject B Subject C Subject D

Bit rate per minute 5.15 10.62 6.67 7.61

between selections: 3000 ms) and the participants could make 6 selections per minute. Table 1
lists accuracies for each subject in different sessions during copy typing and free typing.

Measurement of bit rate first mentioned by Shannon and Weaver [12] is generally used to
compare performances of different BCIs. The formula below calculates the bit rate per selection:

B = log2 N + P log2 P + (1− P ) log2[(1− P )/(N − 1)]

Where N is the possible choices and P is the accuracy. Then bit rate per minute can be obtained
from B multiplied by the number of selections in a minute. Wolpaw et al. suggested number of
choices and accuracy contributed to bit rate equally [3], which means functional design of a BCI
system should also be taken into account. In our system, the user could make 6 selections every
minute, with accuracies between 67.20 % and 84.91 % in free typing, so we got bit rates ranging
from 5.15 to 10.62 bits/minute (see Table 2). All the results were obtained under the condition of
real time experiments.

4 Discussion

Factors like inter stimulus intervals (ISI), size of the stimuli may affect P300 induction. In our
experiments, we found that layout of stimuli may also have great influence in eliciting P300. The
layout was asymmetrical due to the number of stimuli, which made the effects of the seven stimuli
not completely identical. We tried to identify the seven stimuli by coordinating the layout but
ended without any good solution. Neither ring nor symmetrical layouts made the user feel better.
This led to interesting consequences that subject B showed a high accuracy on button “back”,
which gave him ease at correcting mistaken selections. Nevertheless, subject A did better on
selecting the “turning stroke”. On the contrary, subject D felt hard at typing “horizontal stroke”.
All these observations were reported by the participants and confirmed by the operator through
the operator interface during the copy typing experiments. This indicated that different stimulus
positions might cause variations in eliciting P300 potentials and further investigation is necessary
to prove this issue.
Besides, experimental results showed that participants performed better in free typing than copy
typing. The main reason for this might be that warm-up runs were absent in copy typing sessions
and the participants usually performed not well in the first several runs. This gave us the idea to
add 2 warm-up runs at the beginning of free typing sessions. Typing Chinese requires more user
concentration than English typing, since the user has to synchronize his mind with the updated
character candidates after every feedback. So besides checking the feedback stroke, the user should
also check updated character candidates. Before the next selection occurs, enough duration should
be granted on the UI for the user to transfer his focus from update area to stimulus area.
“Back” button plays an important role in our typewriter, since it provides a mechanism for the user
to correct his mistake in typing. Due to this correcting mechanism, the same task for different
participants may cause distinctive experimental times and correct selections of “back” button
should also be taken into account during accuracy calculation.
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5 Conclusion

The aim of this preliminary study was to investigate the usability of a P300-based Chinese type-
writer. The typewriter utilized a 7-choice oddball paradigm, with an ISI of 100 ms and averaging
number of 10. The results revealed that participants could freely type Chinese characters in an on-
line context by our typewriter with bit rates up to 10.62 bits/minute and accuracies up to 84.91 %.
“Back” button appeared to be an important element during free typing and this indicated that
functional design of a BCI would be a key in real world applications. However, much more work
is required to improve the performance of the typewriter. System robustness and adaption ability
should be further improved so that bit rates would remain relatively constant over subjects. And
more functions could be integrated into the UI so that the user can do things like turning on/off
the system on their own. Finally, tests with disabled patients are also important and necessary.
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Abstract

An accurate way to measure the performance of a brain-computer interface (BCI) is im-
portant to compare different analysis methods and different protocols. The decision of which
BCI and what parameters to use should take into consideration the expected performance.
Information transfer rate has been proposed as a benchmark, but existing information-based
metrics measure the channel capacity of the BCI classifier, which may be much higher than
what a BCI achieves in practice. Therefore, we introduce a novel task-oriented approach
to the measuring of BCI performances, which takes into account how all the components of
the BCI and the user interact. We apply it to the case of a P300 speller and show how the
information transfer rate may be misleading. Moreover, we determine when the introduction
of an automatic error-correction method is advantageous for a given user. This shows that
our approach can be used to compare BCI variants.

1 Introduction

A brain-computer interface (BCI) [1] is an interface that does not entail muscle movements, but
it bypasses any muscle or nerve mediation and connects a computer directly with the brain by
picking up the brain activity signals. This simple definition hides two relevant issues: how fast it
is possible to communicate with such an interface, and how often errors are made. These issues
are obviously related since the communication speed highly depends on the error rate of the BCI.

An accurate way to measure a BCI performance is important to compare different analysis
methods and different protocols. If many BCIs or many variants are available to a user, the
decision of which one to use should take into consideration the expected performance for that user
(other aspects, which are important, are not the focus of this work). To this aim, the measurement
of the performance should be tailored to each specific BCI. For example, there are ongoing studies
to introduce automatic correction systems in BCIs [2] based on error potentials (ErrPs), which are
specific variations in the EEG induced by the subjective recognition of a committed mistake [3].
Such systems may have false positives, and hence introduce new errors; so, the evaluation of the
opportunity of their introduction in a BCI requires the estimation of the potential improvement
in the performance of the particular BCI. Intuitively, if the reliability of the ErrP detector is poor,
the introduction of ErrP-based corrections will cause more damages than benefits.

In the literature, the performance of a BCI has been quantified by using different metrics, such
as classification accuracy, information transfer rate, letters or words per minute, kappa statistic,
and others. Among them, the information transfer rate (sometimes simply called bit rate) has
been proposed as a benchmark for the evaluation of BCI performances because it does not depend
on any particular protocol, it takes into account both the number of choices and time needed, and
it could be applied also to continuous ranges of choices [4]. A formula for the information transfer
rate is derived in [5] to compute the (mean) number of bits transferred per trial:

B = log2 N + p log2 p + (1− p) log2

1− p

N − 1
, (1)
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where N is the number of possible choices per trial, and p is the accuracy of the BCI, i. e., the
probability that the BCI selects what the user intends. Equation (1) divided by the trial duration
gives the mean number of bits transferred per time unit. This formula is derived from Shannon’s
theory [6], and it represents a measure of the mutual information between the user’s choice and
the BCI selection, under the assumption that all choices convey the same amount of information
(i. e., they are chosen by the user with equal probability), p is the same for all the possible choices,
and that all the wrong choices have the same probability in case of error. In other words, a BCI
system is seen as a noisy channel, in which the selection of a wrong option is the noise.

According to Shannon’s noisy channel coding theorem [6], it is possible to achieve an arbitrarily
small error probability in a communication on a noisy channel as long as the information transfer
rate does not go beyond a certain limit (the channel capacity). The channel capacity is given by the
mutual information, and this seems to justify the use of mutual information in Equation (1). The
only problem is that Shannon proved his famous theorem by transferring information embedded in
ever increasing blocks of bits, and in telecommunication practice only very complex error correction
schemes have permitted to get near Shannon’s limit. For a BCI, where a human subject sits at one
end of the noisy channel, it is not possible to implement such complex error correction schemes,
and thus the limit given by the mutual information, as in Equation (1), represents a theoretical
figure, unreachable by any real BCI whose error rate is significantly different from zero.

To better understand how far from practice can be the performance measure of Equation (1),
let us focus on a simple example with a standard P300 speller [7], where the P300 is used to select
letters in matrix of 36 symbols. Let us suppose that the speller speed is 4 letters per minute,
and that a user achieves a performance of 45 % in accuracy, which is low, but still far better than
random-level accuracy (2.7 %). By substituting p = 45 % and N = 36 in Equation (1), we get
B = 1.36 bits, and the information transfer rate for this user would be 4 · B = 5.4 bits/min; this
is not very fast, but, still, communication should be possible. Now let us look at the practical
use of such a BCI: the most natural way would be to move on to the next letter when the speller
gets one right, and to “hit” backspace every time the speller is wrong. What is the real transfer
rate for this speller? Since every letter is more likely to be wrong than not, and this happens to
backspace as well, the expected time to spell a letter correctly is infinite, and thus the answer is,
on average, exactly 0 bits/min (see also the derivation of Equation (7) in the next section). While
it could be still possible to raise p above. 5 by increasing the number of stimulations per letter
and render the P300 speller of the example usable, the channel capacity measured by Equation (1)
promises a performance far beyond what is attainable once the details of the BCI are taken into
account. For this reason, we propose that the measure of the performance of a BCI, e. g., the
information transfer rate, takes into account not only the behavior of the classifier contained in
the BCI, but how all the components of the BCI and the user interact to perform the task the
BCI is designed for.

There exists a generalization of formula (1) that makes use of the confusion matrix and allows
each letter to have a different probability of occurrence and a different accuracy [8], but such
formula has the same shortcoming of (1), i. e., it treats the BCI as a communication channel with
no reference to the way the channel is actually used, and it has a huge number of parameters.
In order to keep the exposition simpler, we have chosen to limit the discussion to the simplified
formula. All our considerations can be easily extended to the general formula as well.

In the next section we show how the idea of a task-oriented approach to performance measure-
ment can be applied to a P300 speller, and we compare it to Equation (1). In Section 3 we show
how our approach can be used to evaluate the opportunity of introducing ErrP detection in the
P300 speller. Some concluding remarks follow in Section 4.

2 Task-related performance measurement

We give an example of a task-related performance measurement by deriving the performance of a
P300 speller, based on the computation of the expected time tL required to spell a letter correctly.

As explained above, we use the assumptions of Equation (1) to keep the exposition simpler;
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moreover, we assume that the accuracy of the speller p is constant and the system has no memory,
i. e., each trial is not influenced by the result of the previous one. If c is the time duration of every
single trial, the expected time to correctly spell a letter is

tL = p · c + (1− p) · (c + tB + t
(1)
L ) = c + (1− p) · (tB + t

(1)
L ) , (2)

where the term p · c is the contribution of the case where the letter is correctly spelled at the first
attempt, while the second term represents the case where the letter is wrong, so a backspace must
be entered (which takes tB time) and the letter respelled (t(1)L time). As the system is stationary,
we obviously have t

(1)
L = tL. In addition, as the backspace should be treated as any other symbol,

tB = tL (this can be derived formally). We can rewrite Equation (2) in an iterative formulation

tL = c + 2 · (1− p) · tL , (3)

which leads to
tL =

c

2p− 1
. (4)

This relationship is valid only when 2p− 1 > 0, i. e., p > 0.5; when p ≤ 0.5, it should be apparent
from the expanding of (2) or (3) that the expected time to correctly spell a letter goes to infinite.

Using Equation (4), we can compute the information transfer rate for our P300 speller. This
can be obtained as the ratio between the information contained in an ever growing number of
symbols spelled and the time taken to spell them:

IR = E

[
lim

K→∞

b ·K∑K
i=1 c · ni

]
, (5)

where b is the information content (in bits) of one spelled symbol, and ni is the number of trials
needed to spell correctly the i-th symbol. Since

lim
K→∞

∑K
i=1 c · ni

K
= E[c · n] = tL , (6)

and it holds b = log2(N − 1) bits, Equation (5) can be rewritten as

IR =
b

tL
=

(2p− 1) · log2(N − 1)
c

. (7)

Only N − 1 symbols can appear in real words (the backspace cannot), and we are measuring the
information contained in the spelled text, therefore the assumption of equal probability leads to
the value of log2(N − 1) bits.

This expression represents the expected performance of our speller, and we can compare it
with the theoretical limit derived from Equation (1):

IT =
B

c
=

log2 N + p log2 p + (1− p) log2
1−p
N−1

c
. (8)

Figure 1 compares the two measures of information transfer rates and shows how the effective
performances can be far from the theory. In fact, while the (8) measures the capacity of a channel,
i. e., the maximum performance obtainable by a noisy channel, the (7) measures the expected
performance of the same channel when information is conveyed in a specific way; in our case, this
is the natural way of using a P300 speller. As expected, the latter curve lies always below the
theoretical limit, and it is equal to zero when the accuracy is too low. For high accuracy values,
the two curves almost coincide.

It is worth noting that the graph may evidence regions in where the channel cannot work (when
p ≤ 0.5, in our case) and also areas where differences are very far from the theoretical limit.
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Figure 1: Comparison between theoretical and practical information transfer rate for a P300 speller
with 36 symbols.

3 Performance measurement with error detection

We now make use of the previous result to measure the improvement of the performance gained
when an error-correction capability (based on ErrP detection) is added to our P300 speller. With
the new feature added, the speller works as follows: it selects a letter by means of P300 detection
and displays it on the screen; if an error is recognized, the latest letter is canceled, while if no
error is detected, the latest letter is kept.

To derive the performance of this new system, we need to define the performance of the error-
correction system. We characterized it with two parameters: 1. the recall for errors (rE, the
fraction of times that an actual error is recognized by the error classifier), and 2. the recall for
correct trials (rC, the fraction of times that a correctly spelled letter is recognized by the error
classifier). We assume that rE and rC are constant and do not depend on the actual letter.

For each trial, four possible cases can happen, which are listed in Table 1. Each case occurs
with a certain probability, and the expected time to correctly spell a letter obviously varies case
by case. Both the probability and the expected time are reported in the table. The expected
time to spell a letter correctly can be computed as in Equation (2) by summing the time required
by each case weighted by their respective probabilities:

tL = p1 · c + p2 · (c + tB + tL) + p3 · (c + tL) + p4 · (c + tL)
= p · rC · c + (1− p) · (1− rE) · (c + tB + tL) + p · (1− rC) · (c + tL) + (1− p) · rE · (c + tL) , (9)

where c is the constant duration of a trial, as before. Reasoning as in the previous section, we
obtain

tL = tB =
c

p · rC + (1− p) · rE + p− 1
, (10)

Event Probability Expected time
The P300 speller selects the correct letter, and
the ErrP classifier correctly recognizes it.

p1 = p · rC c

The P300 speller selects the wrong letter, and the
ErrP classifier does not recognizes the error.

p2 = (1− p) · (1− rE) c + tB + tL

The P300 speller selects the correct letter, and
the ErrP classifier wrongly detects an error.

p3 = p · (1− rC) c + tL

The P300 speller selects a wrong letter, and the
ErrP classifier recognizes the error.

p4 = (1− p) · rE c + tL

Table 1: Probabilities and expected times for the four possible outcomes of a trial.
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Figure 2: (a) Condition for the usability of a P300 speller with ErrP detection. (b) Comparison
between two P300 speller with and without ErrP detection. (c) When ErrP detection improves
the performance of a P300 speller.

where the result is valid only if the denominator is positive, i.e., when

rC >
1− p

p
(1− rE) . (11)

Figure 2. a shows the boundaries defined by Inequality (11) for different values of p; the
inequality is satisfied for the points lying above the lines, and only in these cases the time for
spelling a letter is finite (i. e., the P300 speller can be useful). It can be noticed that the constraint
becomes tighter as p diminishes, with recall of errors becoming more and more important.

If we now compare Equation (4) with (10), we can evaluate when the error-detection system
gives any improvement to the P300 speller. In order to have an improvement, the expected time,
tL, should be lower when error detection is used; this leads to the inequality

rC >
p− 1

p
rE + 1 . (12)

Figure 2. b shows the boundaries defined by Inequality (12) for different values of p (for p < 0.5
the comparison has no sense); points above the lines represent values of rC and rE for which ErrP
detection is advantageous. In this case, as p grows the area defined by Inequality (12) shrinks;
this happens, because as p grows the performance of the P300 speller gets better and better, and
it becomes harder and harder for the ErrP classifier to improve the speller performance.

Figure 2. c summarizes the first two graphs in Figure 2, and shows the values of rC and rE for
which ErrP detection is advantageous for the whole range of p. As before, the part of the plane
above the lines is the useful part; values below the lines are either useless or counterproductive.
Figure 2. c can be used as a guide to decide to bias the ErrP classifier either toward correct or
erroneous epochs, depending on the value of p.

Some practical examples may help to better understand the above ideas. Let say that for
a particular user the P300 speller reaches 90 % accuracy without error correction, and the error
detection reaches rC = rE = 83%. This situation corresponds to the cross in Figure 2.c, and the
cross lies below the line p = 90 %. So, for this particular user the automatic error correction system
is counterproductive. Another user’s performance may be expressed by p = 70 %, rE = 65 %,
rC = 75 % (the asterisk in Figure 2.c); the asterisk lies above the line p = 70 %, and therefore the
automatic error correction system should help this user.

4 Conclusions

We have shown that the measure of the information transfer rate of a BCI, intended as the channel
capacity of the BCI classifier, can be highly misleading. We have proposed a task-oriented approach

278

4th Int. BCI Workshop & Training Course 2008



 

 

 

that takes into account how all the components of the BCI and the user interact, and we have
applied it to a P300-based speller. We have compared the measure obtained with our approach
to a formula for the information transfer rate that relies on a few simplifying assumptions; it is
been possible to use a more general formula with less assumptions and reach the same conclusions,
because the main shortcoming lies in the measuring of the channel capacity of the BCI classifier
and not in the simplifying assumptions used.

The results for the P300 speller have been extended to derive a formula for a speller with an
ErrP-based correction system added, and the formula has been used to assess the utility of the
correction system. The use of a task-oriented model permits to make firm observations about the
usefulness of ErrPs in a P300 speller, and to identify operating regions/settings in which a real
improvement can be obtained. Using a model strictly related to the task performed by the BCI
under study is fundamental to understand and quantify the real impact of variations of a BCI
protocol, like the introduction of ErrP-based corrections. While we have applied the proposed
approach to two specific cases, it is possible to use the same approach to study other kinds of
BCIs and the impact of the modification of other parameters, and we think this should lead to a
better comparison between different protocols.
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nico di Milano and Regione Lombardia.
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Abstract

For P300 based BCIs, tactile stimuli are potentially more suitable than visual or auditory
ones, since they do not occupy the visual or auditory channel and they can be delivered to the
user without being noticed by others. In this study, we investigate whether a BCI controlled by
EEG responses to vibro-tactile stimuli around the waist is feasible. In addition, we explore the
effect of varying the number of (equally spaced) tactors: whereas a large number of tactors
is expected to enhance the P300 amplitude since the target will be less frequent, it could
negatively affect the P300 since it will be difficult to identify the target when the distance
between target and distracters is smaller. Participants were asked to attend to the vibrations
of a (varying) target tactor, embedded within distracters. The number of tactors could be
two, four or six. We demonstrated a functioning tactile P300 BCI. Although the P300 in
the condition with two tactors (where target and distracter were equally often presented) was
smaller compared to the other conditions, we did not find a difference in SWLDA classification
performance between the different numbers of tactors.

1 Introduction

The P300 event-related potential is a positive deflection in EEG that occurs 300 ms (or somewhat
later) after a target stimulus has been presented. In most studies investigating the P300, the tar-
get stimulus is presented within a series of distracter stimuli. Participants are asked to attend to
the target by mentally counting the number of times it is presented, or by pressing a button each
time it occurs. Participants can determine themselves which of the presented stimuli is a target
and which are distracters, but when a target stimulus physically stands out from the distracters,
it can elicit a P300 “by itself” (e. g. [1]), probably because it automatically draws attention.
Because participants can choose for themselves which of the presented stimuli to attend to, and
because the P300 can relatively easily be detected, this ERP is a likely candidate for driving
brain-machine interfaces (BMIs or brain-computer interfaces – BCIs). A well-known example is
the P300 speller in which rows and columns of a matrix consisting of letters are sequentially flashed
in random order [2]. Every time the row or column is flashed that contains the symbol that the
user wants to spell, a P300 occurs. In this way, users can communicate with their environment.
Other P300 based BCIs have been designed to control a robot wheelchair, to switch devices on or
off in a virtual room and to stop a virtual car.
The P300 based BCIs mentioned so far all use visual stimuli to elicit P300s. The fundamental
research on P300s focuses on visual and auditory stimulation. However, for BCI purposes tactile
stimuli can be an interesting alternative. Tactile stimuli can be delivered by tactors that can be
hidden under the user’s clothes, making the device invisible to others. Using tactile stimuli will
also keep the eyes and ears of the user free. Recently, tactors applied around the waist have proven
to be successful as navigation display [3], and may therefore be a natural choice for designing BCIs
for navigation. Users can focus their attention on the tactile stimulus that corresponds to the di-
rection in which they want to move, possibly eliciting a useful P300 signal.
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Tactile stimuli can elicit P300s [4]. In these studies, electrical and mechanical stimuli were de-
livered to the hands and wrists and relatively long inter stimulus intervals were used (around 2
seconds in [4]). Obviously, for brain-machine interface purposes, short stimulus durations and
inter stimulus intervals are required. The finding that P300s can be elicited by tactile stimulation
of the hands does not guarantee that tactile stimulation of the torso easily elicits P300s as well
because the haptic sensitivity and spatial resolution of the torso is lower than that of the hands.
Recently, we investigated whether quickly presented vibro-tactile stimuli at different locations
around the waist can elicit robust P300s. We presented participants with bursts of vibration de-
livered by one of eight tactors around the participants’ waist. In other conditions, we presented
analogous visual stimuli consisting of flashed circles on a monitor in a schematic drawing of the
tactor layout. Participants attended to the vibrations and/or flashes of the target tactor presented
in a rapid stream of stimuli that also contained the seven distracters. The target was always the
front tactor. In addition, this tactor physically stood out from the distracter: the distance to
the distracters was larger than the distance between the distracters themselves, and the stimu-
lus intensity of the target was stronger than of the distracters (in the tactile condition, a tactor
above and below the target tactor vibrated simultaneously with the target, whereas in the visual
condition the target circle was enlarged when flashed). The experiment demonstrated that the
amplitudes of P300s elicited by tactile and visual stimuli depended on electrode site, but on the
whole, they were equally high. Whereas other results could probably be obtained when different
experimental parameters are used, we can conclude that it is possible to elicit reliable P300s with
quickly presented vibro-tactile stimuli around the waist.
The present study aims at extending these findings to a more realistic BCI setting. Whereas the
oddball task as used in the previous experiment more or less guarantees the attention of the par-
ticipant to the target, it can not be generalized to a BCI where the user should be able to choose
the target her- or himself, and where it should be possible for different tactors to function as
targets. Furthermore, for a BCI classification accuracy (how well an online algorithm can identify
the target stimulus) is more important than the size of the P300 amplitude.
Besides tackling the issues mentioned above, we also want to explore the effect of varying the
number of stimuli (i. e. the number of tactors around the waist). With a large number of tactors,
it will be difficult to identify the individual targets because they will be close to the distracters.
It has been shown that a low discriminability reduces the P300 amplitude [5]. On the other hand,
with a large number of tactors, the target is presented relatively infrequent, which positively af-
fects the P300 [6], possibly via a longer target-to-target interval: [7]. In case of few tactors, the
discriminability is high but the probability of target presentation is also high. In order to guide
the development of a tactile BCI for navigation, we are interested in the relative importance or
tradeoff of these potential effects within the context of our vibro-tactile stimuli around the waist.

2 Methods

2.1 Participants and stimuli

Six female and five male participants volunteered to participate in the experiment. They were
between 20 to 27 years old. None of the participants had participated in BCI experiments before.

Participants wore an adjustable vest over their clothes lined with 5 rows of 12 equally spaced
tactors spanning the whole trunk circumference. For this study, we only used one row of tactors
around the participant’s waist, approximately at the height of the navel. Different tactors were
activated in different conditions. Tactors vibrated successively with a vibrating time of 188 ms
and breaks in between vibrations of 438 ms. The tactors were custom built. They consisted of
plastic cases with a contact area of 1 × 2 cm, containing 160 Hz vibrating motors. (TNO, The
Netherlands, model JHJ-3). During the experiment, participants viewed a dimmed LCD (20 inch,
refresh rate 75 Hz) displaying instructions and a fixation cross.
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Figure 1: Schematic overview of the tactor layout (top view) in the different conditions. The
tactors being used are colored gray whereas the inactive tactors are white. In the FourPlus
condition, only the gray tactors could be targets. The black tactors vibrated twice as often as the
gray tactors.

2.2 Recording materials

EEG activity was recorded at the Fz, Cz, Pz, Oz, P3, P4, PO7 and PO8 electrode sites of the
10–20 system using electrodes mounted in an EEG cap (g.tec medical engineering GmbH). A
ground electrode was attached to the forehead. The EEG electrodes were referenced to linked
mastoid electrodes. The impedances of all electrodes were below 5 kΩ. Data were sampled with a
frequency of 256 Hz and filtered before storage by a 0.1 Hz high pass-, a 60 Hz low pass- and a 50 Hz
notch filter (USB Biosignal Amplifier,g.tec medical engineering GmbH). The experiment (stimulus
presentation and data recording) was controlled by custom built software and BCI2000 [8].

2.3 Conditions and design

We used four conditions: Two, Four, Six and FourPlus. Conditions Two, Four and Six refer
to the number of equally distributed tactors used (see Figure 1 for a schematic indication of
their location). In these conditions, the number of distracters was respectively one, three and
five. The probability of target presentation decreases over these conditions (expected to enhance
the P300), whereas the distance between the tactors and therewith the discriminability between
target and distracters decreases (expected to reduce the P300). The FourPlus condition served as a
comparison for condition Four and Six. In this condition, the same tactors are used as in condition
Four (see Figure 1), that is, the discriminability in Four and FourPlus is the same. However, by
having the front and back tactor vibrate twice as often as the other tactors and by only designating
the left and right tactors as targets, we made the target probability equal to that in condition
Six. This will allow us to directly evaluate the relative importance of the factors discriminability
and target probability: when discriminability plays a more important role, condition Four and
FourPlus will produce similar results; when target probability is more important, condition Six
and FourPlus will produce similar results.

The order of conditions was randomized for each participant. For every condition, there were
three blocks: two training blocks followed by one test block. After the training blocks, a classifi-
cation algorithm was applied to the collected data. The resulting model was used in the test block
to give participants feedback about the tactor that the algorithm classified as the target. Aside
from this feedback, the training and test blocks were the same (please note that training refers to
training the classifier, not training the participant).
A block consisted of six sequences of stimuli. Each sequence started with one of the tactors being
designated as the target. In condition Six, each of the tactors served as a target once in one block,
starting with the front-left tactor and every time going to the next tactor counter-clockwise. In
condition Four, the front target and the one counter clockwise served as targets again after the
others had been a target. In condition Two and FourPlus, the left and right tactor were designated
as a target three times each, alternating and starting with the tactor at the left.
Each of the six sequences consisted of activating each tactor in that condition (the target and the
one, three or five distracters) 10 times, in random order. With a stimulus presentation time of
188 ms and an inter-stimulus interval of 438 ms this results in average target-to-target intervals of
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Figure 2: Average performance of the classification model in the four conditions as expressed in
the number of targets correct (A) and classification performance (B). The stars in (A) indicate
chance performance. In panel B, we corrected for chance by subtracting change performance from
the observed number correct and normalizing the results. Error bars represent standard errors of
the mean.

1252 ms (condition Two), 2504 ms (condition Four) and 3756 ms (conditions Six and FourPlus).

2.4 Task and procedure

Before the experiment started, the complete procedure was explained to the participants, with
their task being to concentrate on the target by counting the number of times it occurred, and to
ignore the distracters. They were further asked to fixate the fixation cross displayed on the screen,
to blink as little as possible and to limit any other movements during tactile stimulation.
Participants were seated comfortably in front of a monitor in a dimly lit, shielded room, wearing
the tactile vest and an EEG electrode cap. During the recording, an analog noise generator
produced pink noise in order to mask the sound of the tactors. The monitor always displayed
a fixation cross. A sequence of stimuli started by the appearance of the word “focus” on the
monitor. Simultaneously, one of the tactors vibrated for 750 ms. This indicated the target for the
upcoming sequence. Then, each of the tactors used in that condition vibrated 10 times in random
order. The appearance of a dashed line (in the case of a training block) or the word “result” (in
the case of a test block) indicated the end of a sequence. In the latter case, one of the tactors
vibrated for 750 ms simultaneously with the word “result”, to indicate to the participant which
tactor the algorithm designated as being the target. Participants took 1 to 5 minute breaks in
between blocks.

2.5 Classification algorithm and analysis

Classification models were built during the experiment for each participant and each of the four
conditions after two training blocks. Using step-wise linear discriminate analysis (SWLDA) a
maximum of 60 features were extracted from the EEG data. The epochs used in the analysis
started at stimulus onset and ended 797 ms afterwards. The data was down sampled with a factor
of four.
For each participant and each condition, we determined the number of targets that was correctly
identified by the algorithm. For all conditions, the maximal number correct is six. However, the
conditions differ with respect to chance level, so we also present the results after correcting for
chance. We used one sample t-tests and a repeated measures ANOVA to evaluate classification
accuracy.
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Figure 3: EEG averaged across participants and presented separately for targets (solid lines) and
distracters (dashed lines) in the four conditions. Only data from electrode Pz is presented here.

3 Results

Figure 2 shows the classification performance. In Figure 2A the number correctly identified tar-
gets is presented for each condition, together with an indication of chance performance. Figure 2B
presents the classification accuracy, corrected for chance. The one sample t-tests show that classi-
fication accuracy is well above chance for all conditions (t10 = 3.32 or higher, all p-values < 0.01).
A repeated measures ANOVA on classification accuracy with condition as independent variable
shows no effect of condition (F(3,30) = 0.19, p = 0.90).

Figure 3 depicts the average Pz EEG samples from 200 ms before stimulus onset until 800 ms
after, for each condition, and separately for target and standard presentations (solid and dashed
curves respectively). Pz is a location where the P300 is usually strongly displayed (e. g. [9]).
Clearly, a P300 is present in all conditions, even in condition Two, although the amplitude seems
to be smaller. The P300 occurs later than 300 ms after the start of the stimulus. This corresponds
to many P300 studies that report this as well (e. g. [9, 10]).

4 Discussion

We demonstrated that a BCI based on P300s elicited by tactile stimuli around the waist is feasible.
Using different tactors as targets, classification performance was always well above chance for all
conditions; for FourPlus it was approximately 62 % correct with 17 % guessing chance. Note that
in this experiment, we did not specifically try to optimize classification performance. Each model
was trained on all data acquired in the 4 to 10 minutes before. Acquiring more training data
and leaving out less representative blocks (e. g., at the start of the experiment) could increase the
model’s performance.
Surprisingly, we did not find significant differences in classification performance between the con-
ditions that varied in target-distracter discriminability and target probability. We expected at
least to find a difference between the FourPlus condition and either the Four or the Six condition,
or both. The FourPlus condition was expected to produce clearer P300s than the Four condition
because of a more favourable target probability, and than the Six condition because of a more
favourable discriminability. An explanation could be that in all conditions, target probability
was low enough (or target-to-target interval long enough [6, 7]) and that the distinction between
target and distracter was clear enough (even though some participants remarked that in the Six
condition they experienced difficulties in distinguishing the target from adjacent distracters).
The average EEG signals showed a slightly different picture than the classification results. The
amplitude of FourPlus seems a bit larger than Six and Four, but the clear difference is between
condition Two and the other three conditions. In Two the amplitude is considerably smaller. The
fact that this is not reflected in the classification accuracy could be because even though the ampli-
tude was smaller, it was sufficiently different from that of the distracters. When fewer trials would
have been used to train the classification algorithm, there may have been a difference. Another
reason for the discrepancy between classification results and P300 amplitudes could be that the
classification model used different features than P300 amplitude only. From classification results
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obtained in experiments that are supposed to manipulate the P300, one cannot directly conclude
anything about P300s without further looking at the signals and the features that a model uses.
We varied the number of tactors across conditions in order to get an idea of a suitable tactor
configuration for a tactile BCI. Since the results pointed out that the number of tactors does not
affect classification accuracy (at least for the specific configurations we tested) the choice can be
guided by the specific application that one has in mind. One could for example have the number
of tactors depend on the number of choices that one wants to give the user.

5 Conclusion

This study demonstrated a BCI controlled by EEG responses, elicited by attending to specific
vibro-tactile stimuli around the waist. Tactile stimuli are particularly useful in BCIs since they
allow users to look and listen to their environment rather than to stimuli necessary for controlling
the BCI, and tactile stimuli can easily go unnoticed by others. A BCI based on tactile stimuli
around the waist could be a natural choice for navigation BCIs. We tested stimulus configura-
tions consisting of two, four and six equally distributed tactors and did not find a difference in
classification performance. This suggests that all of these tactors could be used in a BCI.

Acknowledgments: Thanks to Fabio Aloise, Antoon Wennemers, Febo Cincotti and Marieke
Thurlings. This work was supported by the Dutch Smartmix project BrainGain.
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Abstract

This work aimed at developing a BCI driven application for the control of a commercial
home automation system. The application was developed using the BCI framework proposed
by the SensibiLab Laboratories (Politecnico di Milano) and interfaced with a four command
SSVEP based system.

A specific software module was implemented in order to provide an interaction layer with
an home automation system. A MyHome gateway was provided by BTicino spa (Erba, Italy)
and a basic demonstrator was set-up in our laboratory. The standard physical communication
layer of the adopted gateway is RS-232 and, in order to maximize the ease of installation, a
specific RS-232 to Bluetooth module was designed. The Application layer was implemented
using the OpenWebNet language proposed by BTicino. Although the current demonstrator
supports only a few light-point and some auxiliary devices, the software module supports all
the options provided by the home automation system. Six healthy subjects, whose ability to
use the SSVEP system was already assessed, were able to control the demonstrator.

1 Introduction

Home automation (or domotics) is a field of building automation aimed at the development of
specific technical solutions for private homes and dedicated to the application of technologies for
the comfort and security of its residents.

Many technological fields are involved in the realization of an home automation system ranging
from electronics and computer science, to communication networks and the internet. From the
technological research point of view, the main focus is the creation of a smart system able to
efficiently control and integrate all the typical home installations, such as:

• Heating, ventilating, and air conditioning (HVAC)

• Lighting

• Water delivery

• Access control

• Audio and video switching and distribution

• Intercommunication

• Remote process monitoring and control

thus optimizing power consumption, comfort and safety [1]. While generally conceived as a
commercial technology for comfort and luxury in high-end buildings, this technology adds alter-
native and flexible pathways to the typical interaction paradigm of the user with his domestic
environment, thus representing an accessible and efficient solution aimed at providing disabled
people with direct environmental interaction and significantly increasing the quality of life [2].
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2 Materials

The home automation interface control application is part of the BCI framework developed by the
Sensibilab. The framework is composed of several hardware and software tools which were used in
the development and testing of the system, even if the most part of the adopted libraries are cross
platform, the current available version is for Windows only. A brief description of the framework
architecture is here proposed using a signal-path based approach:

• The hardware acquisition unit (Kimera II) is an improvement of our previous system [3]
and it consists in an eight channel battery powered EEG featuring a wireless Bluetooth
communication protocol

• A Hardware Interface Module (HIM) is the gateway between KimeraII and the controlled
application. This module receives the EEG data from the device, processes it and sends the
estimated classification to the AEnima module using a TCP/IP connection

• The AEnima module is based on an Open Source graphical engine (IrrLicht) used to manage
the Graphical User Interface guaranteeing flexible and versatile 2D/3D applications design
tools. Communication with external control/stimulation devices and HIM timing and trig-
gering issues are managed by a dedicated Protocol class

• The signal processing Module consists of a spatial filtering block (SFB), a raw band pass
filter between 5–40 Hz, a features extraction block and a supervised classifier. The features
are the result of a ratio between the amplitude of a stimuli time-synchronous averaging of the
signal, compared to the estimation of the amplitude of the raw signal. The classifier consists
of a Multiclass (LEFT, RIGHT, UP; DOWN and NULL) regularized linear discriminant
analysis (RLDA) based on the modified samples covariance matrix method. The RLDA
includes a boosting algorithm based on a cyclic minimization of the classification error on
the training set and an algorithm for outliers rejection

The home automation application was developed using the commercial MyHome system developed
by BTicino (Erba, Italy). MyHome system is based on a proprietary SCS bus technology (patented
by Bticino) which guarantees the minimization of cabling requirements and a flexible modular
system for easy upgrades and future system extensions. MyHome domotics system was interfaced
with a personal computer using a specific RS-232 to SCS gateway: a specific communication
protocol called OpenWebNet was also adopted.

2.1 MyHome library and configuration software

The Home Automation Interface software is based on a communication library which was developed
in order to assure a certain independence of the software from the physical connection medium
and to guarantee, through modularity, ease of inclusion in any software.

The library has been built, using native C, with two different layers: the Serial layer and the
OpenWebNet layer. The Serial layer takes care of the communication between the residential
gateway and the PC: it provides communication with the home automation control device using
a standard RS232 port. The OpenWebNet layer implements the basic commands of the Open-
WebNet communication protocol for the control of the home automation system. The two-layer
structure of the library allows the use of different type of connection only by adjusting the Serial
Layer.

The application is able to support different installations of MyHome system and, according to
this purpose, three different configuration software were created:

• MyHome Config

• Scenarios Config

• MyHome Test
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Figure 1: Main menu of MyHome protocol.

The three configuration software were designed in order to guarantee efficiency and ease of use
for the end-user: an intuitive graphics interface allows the setting up of the system in a few mouse
clicks. MyHome Test software also features a specific Preview Mode which allows the testing of
the entire installed system directly from the PC.

2.2 User interface and testing procedure

MyHome protocol was used in order to demonstrate the flexibility of the proposed BCI system
interfacing with external components. Using the libraries illustrated in the previous chapter it
was possible to create a button based menu application for the control of the home automation
system. The first menu (Figure 1) allows the selection between six submenus of commands:

• Lighting controls

• Environments

• Automations

• Shutdown all

• Exit – return to main menu

• Scenarios

By selecting one among the different submenus, the user gains access to the corresponding
GUI with the related buttons and controls: when the user selects an operation in the submenu,
the protocol forces the system to return to the main menu. In order to simplify and optimize user
control, the cursor movement was constrained by the grid shown in Figure 2.

As shown in Figure 2, a simple example of home automation system was set-up in the room
where the BCI sessions took place. The user could activate two devices and two independent
lights behind the user’s seat. Since the SSVEP protocol is based on external optical stimulation
and on the related evoked cerebral response, the activation of light-points and the consequent
environmental lighting variation could have a potential effect on the SSVEP potential. During the
experimental protocol it was decided to verbally guide the user in the use of the application, thus
it was also possible to verify the effect of an uncontrolled environment on system usability. Ten
healthy subjects between 22 and 50 years old took part to the study. The subjects were sitting on
a standard office chair in front of a 19 inch LCD screen at a distance of about one meter. Each
subject performed a 5 steps protocol consisting in:

• A screening phase that lasted 190 seconds performed in order to identify the four best
stimulation frequencies
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Figure 2: On the Left: Cursor movement grid. On the right: Planimetry of the acquisition room.

• A calibration phase that lasted 160 seconds for the registration of a training set for the
classifier

• A testing phase involving the selection of 8 different symbols that was used in order to verify
the performances of the classifier

• A gaming protocol which consisted of a 15 trials target reaching session

• A home automation session which consisted of a free will use of the automation system

Only the subjects that were able to successfully complete the testing phase proceeded to the
gaming and to the home automation protocol.

3 Results

Six subjects out of ten were able to generate an SSVEP response suitable to robustly train the
classifier and to complete the testing phase with 100 % accuracy and an average elapsing time of
approximately 68.2± 8.3 seconds. All the six subjects were consequently able to easily drive the
Home-Automation system demonstrating high robustness to false positives: in order to simplify
the interaction with the graphical user interface, a researcher was near the subject and helped
him/her in the navigation of the menu by verbal instructions during the session itself. Since a
key point in the SSVEP protocol is the visual stimulation, a change in the environmental lighting
could compromise the functioning of the system. In order to verify the robustness of the system
against this specific aspect, the first operation the user was asked to perform was to switch on the
lights of the room (Two standard 60 W bulb light placed approximately at 2.5 meters from the
floor, see Figure 2 for details). All users were able to operate the system even during increased
environmental lighting conditions.

4 Discussion and conclusion

In this work a four command based graphical user interface (UI) and a communication layer
with the domotics system were developed. By interfacing the system with an SSVEP-Based
Brain-Computer Interface it was possible to demonstrate the usability and the reliability of the
application; the test with other BCI paradigms is mandatory; from this point of view many current
BCI systems [4] may be compatible with the developed application while other may require the
adaptation of the UI layer without changing the communication layer.

References

[1] G. Andreoni, L. Piccini, and L. Maggi. Active customized control of thermal comfort. In
International Encyclopedia of Ergonomics and Human Factors, 2nd edition, 2006.

289

4th Int. BCI Workshop & Training Course 2008



 

 

 

[2] A. Kübler, T. Kotchoubey, J. Kaiser, J. R. Wolpaw, and N. Birbaumer. Brain-computer
communication: Unlocking the locked in. Psychol. Bull., 127:358–375, 2001.

[3] L. Maggi, S. Parini, L. Piccini, and G. Andreoni. A four-class BCI system based on the SSVEP
protocol. In Proc. IEEE EMBC 2006, 2006.

[4] F. Beverina, G. Palmas, S. Silvoni, F. Piccione, and S. Giove. User adaptive BCIs: SSVEP
and P300 based interfaces. Psychnol. J., 1:331–354, 2003.

290

4th Int. BCI Workshop & Training Course 2008



 

 

 

Spelling with the Bremen brain-computer interface
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Abstract

In this work, the performance of a visual stimulator displayed on a computer screen was
evaluated in a brain-computer interface (BCI) spelling task. The stimulator and spelling
program were tested in a group of 106 subjects at the CeBIT 2008. The task was to spell words
with the Bremen Brain-computer interface based on steady-state visual evoked potentials.
Subjects navigated a cursor through a matrix of 32 characters by selective attention to one of
five flickering lights. Each light encoded cursor movement commands (up, down, right, left)
or select. A mean accuracy of 92 % was achieved.

1 Introduction

Brain-computer Interfaces (BCIs) are systems that can detect and classify patterns in ongoing
brain signals that are associated with specific intentions, tasks or events [1]. A commonly used
brain pattern for BCIs and focus of this work is the SSVEP (steady-state visual evoked poten-
tial) [2], which depends on an external source to generate the brain activity that carries the
information. SSVEP patterns are the result of a visual selective attention task in which users
focus their attention on light sources that flicker with particular frequencies. The frequency of the
evoked SSVEP matches the frequency of the flickering stimulus or one of its harmonics [3]. The
characteristic of the SSVEP response differs from the spontaneous activity of the brain and it can
be therefore robustly detected. In a BCI, each flickering light and its corresponding SSVEP are
associated with a certain control command [4, 5, 6, 7, 8]. The task of the BCI system is to reliably
detect SSVEPs in the ongoing brain signals and also to determine its frequency in order to identify
which command the user wants to convey. A robust BCI based on SSVEP is the Bremen BCI.
The brain signal is modeled as a composite of SSVEP response, background brain activity, and
noise. At the core of this method is a spatial filtering algorithm for extracting SSVEP responses.
This algorithm gives reliable and robust results [9].

In this work, the Bremen BCI was used in a spelling task to test the integrated speller and visual
stimulator, which consist of a matrix of 32 characters, a cursor and five virtual LEDs (VLEDs)
flickering at different frequencies and encoding five different commands. The VLEDs are located
on the screen depending on the command they encode, for example, the upper VLED corresponds
to the up command and the bottom VLED corresponds to the down command. The select VLED
was positioned on the top-left of the screen. With this integrated system, the stimulus and the
visual feedback are provided on the same screen and therefore the user’s attention is kept on the
same place, making the execution of tasks faster and avoiding error-classifications. The user does
not need to switch his attention between the stimulus and the feedback provided by the speller
application to see if the output corresponds to what he wanted to spell. An earlier version of our
system [10] had an array of LEDs (light emitting diodes), but subjects had to shift attention from
the monitor to one of five LEDs to effect control. Subjects complained that switching attention
from the monitor to another target, often located outside the fovea, impaired performance and
ease of use.
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Figure 1: Rhombus layout with 32 characters, in which the cursor is navigated right, left, up and
down to reach a character by focusing on the flickering boxes. Each box contains an arrow (up,
down, right, left) or the word select indicating the command it encodes. After selection, the cursor
starts over at the center position E. The bottom of the screen presents the characters that the
subject has selected.

2 Methods

In this section, the method used to develop a visual stimulator integrated to a spelling layout is
presented. This application was implemented in C++ and the Qt4 [11] software framework for
developing high-quality 2D applications was used.

2.1 Spelling layout

The strategy for spelling was chosen depending of the number of commands that the BCI can
detect. In the current work, 5 different commands were used, requiring five light sources that
flicker with 13, 14, 15, 16 and 17 Hz. In prior work [12], two different spelling layouts and selection
schemes were compared and evaluated to be controlled with five commands. The Row-Column
layout, similar to the design commonly used in P300 spelling programs [13], where letters are
chosen by first selecting the row containing the desired letter and then the column. The Rhombus
layout, in which a cursor is navigated right, left, up and down to reach the desired letter. Because
with the Rhombus layout is easier to keep a constant visual attention and accidental commands or
error-classifications can easily be corrected by the user, this layout was selected as spelling layout
for this application. Some modifications to the Rhombus layout were done. Delete and clear
functions were implemented as additional characters and some other characters were added as
shown in Figure 1. This layout contains 32 characters including delete and clear options. Letters
were ordered depending on their occurrence in the English language. The selection of a letter
requires navigating the cursor right, left, up and/or down until the desired letter is reached. This
letter is then selected using the select command and presented at the bottom of the screen. Once
a letter has been selected, the cursor starts over at the center position.

2.2 Visual stimulator

In a typical SSVEP-based BCI application, a custom made array with light emitting diodes (LEDs)
flickering with different frequencies is normally used as stimuli [12]. The flickering frequencies are
generated using a microcontroller. In this case, the user should switch his attention between
looking at the lights and receiving the visual feedback provided on the screen. Therefore, a visual
stimulator integrated to the speller application was needed. The stimulator consists of 5 objects
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called VLEDs (virtual LEDs) that flicker to a desired frequency on the computer screen. The state
of the VLED is changed in constant intervals. VLED properties like color, text, and frequency
can be changed in a configuration file before starting the application. The flickering frequency is
produced by software based on timers; one timer is needed for each VLED. Timer intervals are
calculated in seconds as follows:

Interval =
1

2× fLED
(1)

Where fLED is the flickering frequency of the VLED.

2.3 Software architecture

The software framework Qt was used for developing the spelling program and the integrated
visual stimulator. Qt supports 2D graphics applications by incorporating a broad set of rendering,
texture mapping, animations, special effects, and other powerful visualization functions. For a
better understanding of this software, an UML (Unified modelling language) [14] class diagram
is shown in Figure 2. This model follows an object oriented design and its implementation is in
C++. The spelling program consist of the following classes:

• CMainApplication: Main window widget class. It inherits from the QWidget class. A widget
is the base element in Qt and the base class of all user interface objects. CMainApplication
receives the commands sent by the BCI via TCP/IP. It contains a CTCPServer and a
CSpeller object.

• CSpeller: This class is responsible for displaying the spelling layout and five flickering boxes.
It is based on the graphics view framework of Qt. Graphics view provides a surface for
managing a large number of 2D graphical items. The spelling layout consist of a matrix of
QGraphicsTextItems with 32 characters and a matrix of QGraphicsRectItems that represents
the cursor. The matrix of QGraphicsTextItems and QGraphicsRectItems are created and
added to a QGraphicsScene, that serves as a container for QGraphicsItems. QGraphicsScene
is used together with QGraphicsView for visualizing the items. The cursor highlights the
character at the current position and responds to four commands, left, right, up and down.
When the command “select” is sent, the current character is written on the QLineEdit at the
bottom of the screen. The cursor is moved or a letter is selected at the current cursor position
depending of the received command. The speller class also provides acoustic feedback when
a character is selected and when the cursor is moved. A QTimer is needed to update the
state of the VLEDs; this timer is set with a timeout of 0. It means that it will time out
as soon as all events in the window system’s event queue have been processed. VLEDs
are QGraphicsRectItems and inherit from the QGraphicsItem class; the member function
setVisible() was used to perform the flickering action.

• CTCPServer: TCP/IP server class. This class receives the commands sent by the Bremen
BCI. The protocol of communication is TCP/IP (Transmission Control Protocol/Internet
Protocol). The spelling program is started as server and waits until the BCI connects to start
flickering the VLEDs objects. Commands are strings. As soon as a command is received,
the speller class maps this command into a cursor movement or character selection.

• CLed: This class holds all VLED properties like flickering frequency, position on the screen,
shape, color, text and size. An object of the class CTimer is needed for changing the current
visible state of the VLED.

• CTimer: Timer class. It is used to change the state of a VLED. If the state member variable
is true the VLED is shown, otherwise it is hidden. In this way the flickering frequency
is generated. Timers are started with specific intervals depending of the desired flickering
frequency. An event is sent each time the timer finishes counting.

293

4th Int. BCI Workshop & Training Course 2008



 

 

 

Figure 2: UML class diagram of the integrated spelling program and visual stimulator. This
application was implemented in C++ and based on the Qt4 software framework.

3 Results

The result of this work is a spelling program with an integrated visual stimulator presented on the
screen. The frequency of each flickering box was measured with a standard analog oscilloscope.
The voltage was measured on a phototransistor, which is a device that reacts to light changes.
The frequency was then calculated as the number of oscillations per second. The goal of the study
was to test the performance of the system across a large number of subjects and in non-laboratory
conditions. To accomplish that, the integrated speller was used during the CeBIT 2008 in Hanover.
A total of 106 healthy subjects in the ages 18–79 years were recruited from our booth visitors. All
data were recorded from sites PO3, PO4, O9, O10, Oz and Pz aligned with the standard 10–20
system of electrode placement. Data were referenced to site FCz with a ground at site AFz. They
were given the task to write 4 phrases chosen by the experimenter and one free spelling phrase
chosen by the subject. The order in which these phrases were spelled was determined randomly.
The accuracy and time needed to spell the 5 phrases are reported in Table 1. The response column
shows the number of subjects who could perform the task. The accuracy was calculated only for
the subjects who spelled the desired phrase, or the desired phrase with some errors. Studying the
remaining subjects, the average accuracy was calculated as the number of spelled letters divided
by the number of errors. In some cases, subjects made used of the delete and clear functions but
it did not affect the accuracy. It was looked at their skill at spelling the whole message. Thus,
backspaces were ignored. These results show that the most spelled word was BCI. In contrast, only
34 subjects spelled BRAIN COMPUTER INTERFACE. Results showed a main spelling accuracy
of 92.2 % and main response of 53 participants. It means that at least 50 % of the participants
could spell effectively. 65 % of the participants could at least write one of the phrases while 35 % of
the participant could not spell at all. The reason for this is that some subjects had weak SSVEP
responses and therefore signals could not be well detected by the BCI. Another reason could be
that the stimulus was not strong enough because of bad lighting conditions to produce SSVEP
responses.
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Task Response Accuracy (%) Time (s)
BCI 69 88.5 122.1
BRAIN COMPUTER INTERFACE 34 92.5 460.7
SIREN 53 92.5 111.1
CHUG 49 93 139.3
FREE SPELLING 62 94.3 204.2
AVERAGE 53 92.2 208.5

Table 1: BCI spelling performance.

4 Discussion

The integrated speller program was evaluated across a large number of subjects who had no prior
experience with BCI control. Results showed that most of the subjects could spell effectively with
the system. It is known that there is considerable inter-subject variability across different BCI
approaches [5]. But this topic was not the goal of this study. In this work, the software used
to produce a visual stimulator on a computer screen integrated with a spelling application was
evaluated. Therefore problems related with the software are stated here. For example, problems
with the real-time accuracy of the timers used to generated the stimulation frequencies were
experimented. As explained before, the stimulator works showing and hiding VLEDs objects
on the screen at certain intervals. Qt provides the QTimer class for high-level programming
interface for timers. Unfortunately, under Windows environment QTimer can not provide a very
high resolution with high accuracy since QTimer depends on the underlying operating system
and hardware. Windows 98 has 55 millisecond accuracy; other systems can handle 1 millisecond
intervals [11]. If Qt is unable to deliver the requested number of timer clicks, it will silently
discard some, making the flickering process slow. In order to get the desired flickering frequency,
the Multimedia Timer from Windows API was chosen, because of its high accuracy while maintains
its resolution. But in any case, timers depend on the operating system and hardware. Windows
or Linux are not, in their native form, real-time operating systems. For either of these operating
systems, it is not possible to get a reliable timer interval. Setting thread priorities only minimizes
this effect.

In order to get smooth animation, i. e. avoiding nuisance lines on the flickering animation, all
graphical objects on the screen must be rendered in regards to the vertical synchronization of the
screen monitor. Fortunately, desktop windows manager of Windows Vista (by which the Aero
effect of Windows Vista relies on) provides convenient way to handle this matter. The integrated
spelling program was running on a PC compatible laptop with a 15.4” TFT (1280× 800) monitor
display and Intel Core 2 Duo (2×1.50 GHz) processor running Windows Vista. For our system the
maximum synthesizable frequency is 30 Hz. Beyond this limit, the frequencies are unstable. The
drawbacks using the computer to produce an SSVEP stimulator are low luminance, light reflection
on the screen from other light sources and unstable frequencies. Since light intensity will affect
subject’s SSVEP response, it is preferable to create virtual LED animation which is big enough
covering the screen without overlapping the Rhombus layout.

5 Conclusion

The software architecture of a visual stimulator integrated to a spelling application has been
presented and the robustness of the system has been evaluated. It was found that an integrated
stimulator captures constant attention of the user and produces fewer spelling errors than a custom
array of LEDs. The location of the virtual LEDs was an important aspect, because it made easier
for the user to encode the commands and control the system. It was found that a population of
65 % could spell effectively, subjects achieved a mean spelling accuracy of 92.2 %.
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Abstract

A core subject in contemporary brain-computer interface (BCI) research is the discrimina-
tion of electroencephalogram (EEG) patterns correlated to hand movements, both executed
and imagined. In this context, methods of statistical machine learning have recently proven
to be very successful. Yet, the field is still lacking a large-scale objective comparison of
these methods. Thus, the heart of this study is the objective evaluation and comparison
of several of the most important methods for BCI. We have split this task into two parts:
The first one, which is presented here, focuses on executed hand movements in a context
chosen for its applicability with respect to BCI usage in human-machine systems (HMS),
giving upper performance bounds for these applications. The second one focuses on control
via imagined movements. We have realized a homogeneous experimental design and used
a representative sample of people, in order to give consideration to the inter-individual and
inter-experimental variability of the EEG data. The data basis consists of 32 channel EEG,
electrooculogram, electromyogram, noise level and ambient temperature data, measured under
highly controlled conditions for 43 naive and healthy subjects. We compared feature extrac-
tion methods for event-related (de)synchronization (ERD/ERS) – logarithmic Band-power,
Common Spatial Patterns (CSP), Spectrally Weighted CSP, and for Contingent negative
variation – SCP Pattern Matching and CSP for SCP. Also, some of the most prevalent sta-
tistical classifiers – Support Vector Machines, Gaussian Mixture Models, (regularized) Linear
Discriminant Analysis and (regularized) Quadratic Discriminant Analysis (QDA) have been
compared against each other based on these EEG features. The primary evaluation measure
was (nested) cross-validation error rate. The results show that SCP Pattern Matching outper-
forms ERD/ERS-based methods by a significant margin. Differences among classifiers were
surprisingly insignificant, apart from plain QDA, whose bad performance could be attributed
to overfitting.

1 Introduction

In this study, we investigated the performance of a selection of state-of-the-art BCI algorithms in
an executed-movement scenario, chosen to allow for HMS-related predictions. Thus, we are giving
upper bounds that can be used to generalize BCI performance to similar use cases. Machine
learning methods were used exclusively, mostly because they are are suited for naive subjects and
because they are nowadays widely used.

Due to the significant inter- and intra-individual variability in observed EEG patterns, this
benchmarking survey was conducted on a large number of subjects. To date, few methods have
been tested with data from more than a dozen subjects, so many of them have yet to become
supported by statistically significant and representative results. Also, there is still a lack of publicly
available EEG data sets that are applicable for method comparisons [1]. Therefore, one major
contribution of this study is the acquisition and publication of EEG data from 43 naive subjects.
To ensure internal consistency and quality of the data, all experiments have been conducted
under highly controlled conditions. In addition to 32 channel EEG, electromyogram (EMG) and
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electrooculogram (EOG) data, as well as ambient temperature and noise level have been recorded,
to provide fine-grained information over external effects. However, no data in the subsequent
results had to be discarded due to artifacts. All data sets and results are available for open access
on the website www.phypa.org, which will also serve as a hub for the publication of data by other
researchers.

2 Experimental design

We followed an approach widely known as offline analysis [2]. This was done because it lends itself
well to method comparisons, since the subject’s behavior is not influenced by the performance of a
particular algorithm, and multiple methods can later be compared based on identical data. Also,
chaotic effects like the Loss of Controllability (LoC) [3] are avoided.

An experimental session consisted of 650 trials. During each trial, a black letter, randomly
chosen from the set {L,R}, was displayed in front of a grey background for 700 ms, followed by a
300 ms pause showing just the background. The subjects were textually instructed to press the
left (or right) Ctrl key, when an L (or R) was presented, and to react as quickly and accurately
as possible. The inter-trial interval of 1000 ms was chosen to make the results applicable to more
general HMS-like scenarios. For some of the investiaged methods, such as the CSP variants, this
relatively fast-paced operation is a mostly unexplored territory.

3 Analysis

The offline evaluation followed a method known from machine learning as cross-validation (CV) [4],
in which a classifier is repeatedly trained and tested on disjoint trial sets. Out of the several data
partitioning variants, such as randomized CV, blockwise or chronological CV, we chose randomized
10× 10-fold CV as it is the most widely used method in the current BCI field. For the estimation
of meta-parameters, e. g. for regularization, we performed a 10× repeated 10× 10-fold nested CV.

Common to all examined BCI algorithms are the following steps: First, the raw EEG data
for a trial is preprocessed in a strictly causal way. Then, a short feature vector is extracted
from the preprocessed data. Finally, a classifier is employed to map from the feature vector to
a binary decision value. Implementations closely correspond to their cited reference descriptions.
The CSP and SpecCSP methods were successfully applied in several online control sessions in our
lab e. g. via the well-known basket paradigm (see video on www.phypa.org). The SCP algorithm
implementation was also validated in an upcoming online study.

The EEG features that enable the discrimination of left and right hand movements fall into
two categories: Slow Cortical Potentials (SCPs) features, in our case the Contingent Negative
Variation (CNV) [5], and Event-Related (De)Synchronization [6] (ERD/ERS, henceforth called
ERD for brevity) features.

3.1 ERD feature extraction

It is well known from neuroscience that idle (sensori-) motor neurons tend to exhibit locally
synchronous polarity oscillations which can be observed in the EEG channels above the motor
cortex. Performance of motor actions causes this synchrony to break down and as a result, the
measured amplitudes in the affected EEG channels drop accordingly. This can be used to infer
the laterality of the ongoing motion. [6] In Figure 3 it can be seen that the measured ERD effects
are in fact emitted from the motor cortex, and take place within some subband of 7–30 Hz, as is
predicted by neurobiology.

The log-BP algorithm In this ERD-based feature extractor [7], the EEG data is first laplacian-
transfomed, and then the logarithmic power spectral density (or band-power/BP) in some fre-
quency sub range within [7–30 Hz] is calculated for each channel. The time is determined by the
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Figure 1: Event-related potentials
(here: CNV) for both classes (red:
left, green: right) over channels
C3, Cz and C4. y-axis is in mi-
crovolts. Time is relative to the
keypress.
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Figure 3: Spectral difference be-
tween left/right movements over
time for channels C3, Cz and C4.
The y-axis goes from 0 Hz (top) to
50 Hz (bottom). Brighter means
more pronounced.

application of some appropriate window (in our case [-175 to 0 ms] prior to the key press). This
gives a feature space of 32 dimensions.

The CSP algorithm A more complex feature extractor for ERDs is the Common Spatial
Patterns (CSP) algorithm [8]. The idea of CSP is to find few, e. g. 4 to 6, linear combinations
(patterns) of EEG channels such that the variance in each trial projected according to these
patterns is most discriminative (i. e. differs maximally between the two classes). Subsequently, the
EEG data for each trial is projected according to each of these patterns and then the log-PSD is
calculated similarly to the logBP method, yielding 4 to 6 features.

The SpecCSP algorithm Unlike CSP, the variant Spectrally Weighted CSP (SpecCSP) [2]
not only learns spatial patterns, but also frequency filters for each pattern, with bands weighted
according to how much each band contributes to the discrimination of the classes.

Other common spectral variants of CSP, like CSSP and CSSSP were not investigated here,
since they are by now basically superseded by SpecCSP, as was shown in [2].

3.2 SCP feature extraction

The SCPs, local low-frequency polarity changes (1–5 Hz) in the EEG, that we are interested in
are typically located above the motor cortex. In these channels, a slow negativity (the CNV) can
be observed prior to a movement. From the spatial distribution of this negativity the laterality
of the upcoming movement can be inferred. [9] Figure 1 shows that the measured SCP features
are in fact mainly driven by the CNV. Its location (Figure 2) is also consistent with neurobiologic
predictions [5].

The SCP algorithm SCP features are the basis of the SCP feature extractor as proposed in [9].
Each channel is preprocessed by a short raised-cosine windowed FFT filter and then the average
potentiation within four subsequent non-overlapping windows of 50 ms length each is retained prior
to the key press. In total, the features extracted by this method are represented in a 4× 32 = 128
dimensional space.

The CSP for SCP algorithm This algorithm attempts to reduce the complexity of the SCP
feature space by first projecting the EEG channels down to a small set of meta-channels. This is
done by a modified CSP algorithm, which optimizes for maximum discriminability according to
deflection from zero, instead of variance [10].
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Figure 6: Performance of clas-
sifiers on CSP features.

3.3 Classifiers

Given a feature space, classifiers are required to perform the final inferential step from feature
vectors to the binary decision values. Several classifiers were compared for this task.
Linear Discriminant Analysis (LDA) [11] is the simplest model, which is optimal as long as two
requirements are met: First, the noise that gets projected into the feature space must be gaussian
and uncorrelated to the class membership of each trial. And second, there must be a sufficient
number of data points, which is dependent on the feature space dimension, because LDA relies on
the estimation of covariance matrices for the feature distributions.
Quadratic Discriminant Analysis (QDA) [12] separates the data by a quadratic hyper surface and
can be used if noise is class-correlated. Its downside is that it requires at least twice as many trials
as LDA to work properly.
Regularized LDA or QDA (rLDA, rQDA) is often used when the number of trials is critically
low [13], since here, the chance of overfitting is minimized.
Gaussian Mixture Models (GMMs) [4] model each class by a weighted mixture of different gaus-
sians. Therefore, they require an even higher number of trials than QDA. The implementation is
based on GMMBAYES.
Support Vector Machines (SVMs) [14] do not estimate the full covariance matrices for both classes.
Therefore, they are relatively robust in the presence of few training trials. Also, they can be used
in combination with the kernel trick. The polynomial kernel, specifically, is referred to as SVM-P
in the following. The SVM implementation is based on LibSVM.

4 Results

Most noticable is that the ERD-based algorithms generally performed significantly worse than
the SCP-based ones (Figures 4 and 7). Still, logarithmic band-power features (logBP) were out-
performed by the more complex CSP and SpecCSP methods, as was expected. For SCP feature
extractors, the faster variant of the SCP algorithm, CSP for SCP, performed slightly worse than
the pure SCP algorithm. Figure 5, which compares different classifiers on SCP features, shows
that the simplest classifier model, LDA, was not significantly worse than any other tested classifier,
which is highly interesting. On the other hand, there are commonly used classifiers which failed
hard on SCP features, especially plain QDA. Also, GMM failed to converge for too many subjects,
so it could not be presented here.

5 Discussion

According to Figure 9, CSP significantly outperformed logBP. The former learns the subject-
specific spatial projection of the signal, while the latter only has a static mapping between channels
and features. This shows that there is critical inter-individual (and inter-experimental) variability
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Figure 7: SCP versus ERD
feature extractions, with
their respective best classi-
fier.

Figure 8: LDA versus the
best non-linear classifier, on
SCP features.

Figure 9: The benefit of
adaptive versus static spatial
filtering. CSP with its best
classifier versus logBP with
its best classifier.

in how the motor brain rhythms are projected across the cortex and onto features. Interestingly,
the benefit of SpecCSP with respect to CSP, namely that it learns the frequency spectrum of the
relevant brain rhythms, is hardly reflected in the results (Figure 4). This can be deduced to the
difficulty of measuring the frequency spectra precisely, when the number of oscillations is small,
as is the case here.

From the comparison of classifiers on SCP features, two important observations can be made.
First, that none of the non-linear classifiers could outperform linear discriminant analysis, which
is strong evidence that the data is in fact linearly separable (Figure 8). And second, that the
danger of overfitting is high with these features, as was proven by the failure of QDA (Figure 5),
and GMM, which was unable to build models on SCP, but worked comparatively well on ERD
(Figure 6). Some regularized non-linear methods, such as SVMs with polynomial kernel and
rQDA, however, handle the features expectedly well.

Concerning the ERD case (Figure 6), it can be seen that non-linear models did in fact perform
better than linear models on CSP features. Also, since the feature space dimensionality is much
lower at 4–6 dimensions, no method overfitted as dramatically as in the SCP case.

Figures 7, 8 and 9: One-vs-one comparisons. The position of each dot is determined by the
average error rate of a single subject (the first method’s error rate maps to vertical position, the
second method’s error rate maps to horizontal position; bottom left is best.)

6 Conclusion

The ERD-specific results (Figure 7) suggest that for the majority of subjects, the speed of the
key-pressing movements is too high to allow for discriminative ERD. A recent offline study [15]
comparing multiple tap rates (0.5 s, 1 s, 2 s) over six subjects shows similar results for self-paced ex-
ecuted movements. Thus, they are not yet ready for everyday motoric BCI control; neither offline,
as shown here, nor online. On the other hand, we provide evidence that the sometimes neglected
SCP-based algorithms are interesting for active control scenarios in which highly competitive in-
formation transfer rates and response latencies are demanded. Another important result of this
study is that linear classifications models are among the best choices for some highly relevant
motor BCI features.
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Abstract

In present neuroscience research there is an ongoing focus on feedback systems and their
applications. Most of these feedback systems are based on the EEG. The alternative measure-
ment method of brain activity via near-infrared spectroscopy (NIRS) provides the possibility
of feedback research with this new imaging technology. In this paper we present the realization
of a realtime feedback system based on a commercial multichannel recording hardware. The
software was implemented with Simulink, providing the facility of an easy and flexible creation
of feedback scenarios. For evaluation of the feedback system we collected exemplary data with
a simple motor imagery paradigm. In three sessions nine participants were presented a sliding
time bar with 40 alternating marked epochs of activation and rest, each lasting 20 s. Simul-
taneously to the presented cues, they could visually track their oxyhemoglobin concentration
changes over the corresponding motor cortical areas online on the screen. The participants
were instructed to enhance the feedback signal (i. e. the oxygenated hemoglobin level) through
motor imagery during the activation, and to decrease it during rest epochs. Offline data anal-
ysis shows significant differences between the two conditions, supporting the supposition that
individuals can bring the blood oxygenation levels of their cortex under voluntary control.

1 Introduction

In the past 35 years numerous studies have demonstrated that various parameters linked to human
brain activity can be brought under voluntary control by means of operant conditioning. Neuro-
feedback, as this sophisticated form of biofeedback technique is often referred to, has meanwhile
emerged to an established research field in neuroscience. Findings demonstrate the feasibility of
learned self-regulation of EEG characteristic, such as evoked potentials [1], event-related poten-
tials [2], slow cortical potentials [3], and EEG frequency components [4].
Besides EEG, neurofeedback systems have been also realized with functional magnetic resonance
imaging (fMRI) [5]. Since temporal dynamics of the hemodynamic responses recorded with fMRI
and near-infrared spectroscopy (NIRS) are highly correlated, as combined measurements have
shown [6], the implementation of a NIRS feedback system appears very promising. Recent work
has introduced developments for motor imagery based brain-computer interfaces (BCIs) with
NIRS [7, 8], but up to the present there exists only one published realization of a NIRS BCI [9].
This paper presents the implementation of a realtime feedback system, based on a commercial
NIRS system, which should give the opportunity to explore the potential and limits of NIRS neu-
rofeedback in the context of feasibility and possible future clinical studies based on multichannel
measurements. The article also includes a first evaluation of the feedback system in practice. The
simple design was aimed to obtain exemplary data, that revealed promising results for further
research, as well as demands for future improvements.
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Figure 1: Flow chart of the implemented NIRS feedback system.

2 NIRS realtime feedback system

2.1 System design and data flow

The NIRS realtime feedback system (Figure 1) is based on a commercial 52 channel NIRS system
(ETG-4000, Hitachi Medical Co., Japan) working in continuous wave mode at wavelengths 695 nm
and 830 nm. Change in oxyhemoglobin (oxyHb) and deoxyhemoglobin (deoxyHb) concentrations
are provided through the implemented algorithms and stored on the system. Over the provided
“real time data output” module, data is simultaneously sent over the local area network (LAN)
to the feedback system.

The feedback system itself is based on a standard PC (Intel Pentium 4 2.4 GHz, 1 GB RAM) as
hardware, whereas data acquisition, signal processing, data output and control of the NIRS system
are implemented in MathWorks Simulink on the software side. Its core component consists of the
developed data acquisition extension (NIRETI “NIRS realtime interface”), which receives the data
packages from the LAN and decodes them for further processing in Simulink. The feedback loop
is closed by the generated visual output, which is displayed on the monitor. Optionally, the NIRS
system can be controlled via serial connection with start, stop and trigger commands.

2.2 NIRS realtime interface (NIRETI)

The NIRS realtime interface is a Simulink data acquisition extension block for Hitachi’s “real
time data output” module. It converts the received TCP/IP packages to Matlab-native data
types, providing the obtained data as Simulink output ports. The block provides soft realtime
capabilities based on the RT-blockset [10]. Since the feedback system is running asynchronously
on its own clock cycle, immediate signal propagation is not possible if TCP/IP data packages are
delayed, and would result in a bucking feedback. To avoid this effect, the feedback system operates
with an predefined offset of 200 ms behind the NIRS system, buffering the meantime received data
package(s). This time delay assures that the buffer always holds at least one package, that can be
decoded and allocated by the feedback system without idle time.
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3 Materials and methods

3.1 Subjects

Nine healthy volunteers, 4 male and 5 female, participated in the study (mean age: 22±1.55). After
a detailed description of the study, the subjects gave their informed consent to their participation.
All participants had normal or corrected-to-normal vision and were right-handed.

3.2 Procedure

The experimental sequence can be subdivided into sessions, runs and trials. All subjects partici-
pated in 3 sessions, each taking place on a different day and lasting about 45 minutes. Within one
session, they performed 3 runs. One run consisted of 20 trials, split into an activation and a rest
period. Hence the experimental cue information presented on the monitor per run consisted of a
sliding time bar with 40 alternating color coded epochs of activation (green) and rest (gray). The
task of the subject was to increase the feedback signal during green marked epochs by a right hand
motor imagery, and to decrease the signal during gray marked epochs by relaxation. In detail the
experimental sequence of one run was as follows: After a baseline period of 30 seconds, a green
bar appeared on the screen indicating an activation period. This period lasted 20 seconds and
was followed by a rest period of also 20 seconds length which was indicated by a gray bar. This
sequence was iterated 20 times. Altogether each subject performed three sessions (3 runs each)
on three different days, resulting in overall 9 runs.
Additionally to the cue information (color coded bar), the subjects received feedback of their
oxygenation levels of the corresponding motor cortical areas, so that they could simultaneously
track the time course of their hemoglobin oxygenation above the bar. Data from the selected
channels #4 and #9 (Figure 2B) was averaged, smoothed with a moving average (window length:
10 samples) and fed back to the subject. The feedback channels were chosen according to results
of several pilot studies on motor imagery, showing the highest activation (oxyHb increase) over
these channels (#4, #9) representative for hand areas of the contra lateral primary motor cortex
(left hemisphere).
Figure 3 shows a condensed illustration of the described setting for a length of 5 minutes. During
actual feedback, the participants could only track a time window of 120 seconds, being presented
the oxyHb time course of the last minute, as well as a preview of the following cues of the next
minute.

3.3 Measurements

Changes in optical density in the near-infrared range (700–1100 nm) at different wavelength are
converted into changes in concentration of oxyHb and deoxyHb, respectively. A more detailed
description of the NIRS technology can be found elsewhere [11, 12]. In the present study mea-
surements were performed on a continuous wave system (ETG-4000, Hitachi Medical Co., Japan)
using two 3× 3 optode probe sets (consisting of 8 photo-detectors and 10 light emitters) resulting
in a total number of 24 channels (Figure 2A). Sampling rate was set to 10 Hz.

The NIRS probe set of 24 channels was positioned over the right and left sensorimotor cortex.
According to the international 10–20 system we used Cz position as a marker for ensuring replicable
placements of the optodes. The middle detectors (#16 and #12) of the probe sets were placed
symmetrically beside Cz, covering representative hand areas of the primary motor cortex of both
hemispheres (EEG positions C3 and C4).

3.4 Offline data analysis

The offline processing of the NIRS data can be subdivided into the following steps: drift correction,
averaging of channels 4 and 9 and segmentation of activation and rest sections. Drift correction of
the recorded signal was accessed by subtraction of a forward and reverse filtered moving average
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Figure 2: A: Illustration of the optode montage of one subject. B: Channel configuration of the
optode probe set (3× 3).

(window length: 400 samples) . The resulting continuous data was averaged over channels #4 and
#9, divided into activation and rest periods and z-transformed for intersession comparisons. For
the plotted illustrations, the grand averages over different sets of sessions was built and smoothed
by a moving average window of 5 samples length.
To compare activation periods with rest periods two 2× 3× 3 analysis of variance (ANOVAs) for
repeated measures were performed on the variables oxyHb and deoxyHb separately. The ANOVA
design included the within subject factors CONDITION (activation, rest), SESSION (1, 2, 3) and
RUN (1, 2, 3).

4 Results

Figure 3 shows a condensed illustration of the online feedback time course exemplary for the first
5 minutes of one run (of one participant). Noticeable in this illustration are higher oxyHb levels
at activation than at rest periods, as well as a superposed signal drift.

Figure 3: Continuous oxyHb raw data of the first 5 minutes of one run. Activation periods (light)
and rest periods (dark) are marked in the time bar. The dotted line visualizes the signal drift
detected and removed in offline analysis.
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Figure 4: Mean oxyHb (A) and deoxyHb (B) concentration changes and standard deviation bands
during activation (solid lines) and rest period (dotted lines), grand averaged over all sessions of
all participants.

For offline analysis the repeated measurements ANOVA of oxyHb concentration means revealed
one significant main effect CONDITION (F (1, 9) = 31.831; p < 0.001). The main effect represents
the highly significant increased oxyHb concentration during activation period (mean = 0.265 ±
0.125 (normalized), 0.01269±0.00778 mmol·mm/l) compared to rest period (mean = −0.251±0.117
(normalized), −0.01240±0.00725 mmol ·mm/l). The response pattern is predominantly consistent
for all participants, showing an oxyHb response of 10 seconds length with a clear peak at second 5
during activation period and inverted characteristics with lower amplitude for the rest condition
(Figure 4A). Only two subjects were able to hold the oxyHb concentration at a high level during
the entire interval of 20 s. DeoxyHb concentration, which was not presented during feedback is
only marginally modulated (Figure 4B) and provides no significant results.

5 Discussion

In this paper we presented a realization of a NIRS realtime feedback system based on a commercial
recording hardware. Key features of this system are its multichannel functionality (24 channels),
a minimal feedback signal delay of 200 ms, and the possibility of an easy customization through
the chosen implementation platform Simulink.
The system has been proven to work well with the presented implementation of a simple motor
imagery paradigm with realtime feedback of oxyHb concentrations of the motor cortical areas.
Results of the present study show that with the aid of this feedback oxyHb concentrations could
be significantly increased over rest levels. In this context it is remarkable that all subjects show
a very consistent and clear pattern for oxyHb concentrations in either activation and rest period,
while in contrast deoxyHb levels, which have not been fed back, are only marginally, not signifi-
cantly modulated. Oxygenation onset latencies of about 2 seconds that can be observed in motor
imaginary compared to motor execution [13], vanish in our experimental setup with feedback.
This difference can also be seen, when comparing our results to typical peak location of motor
imagery response [9, 7] and gives further evidence for the feedback’s influence.
However this study remains preliminary and was mainly intended for just a functional evaluation
of the feedback system. For follow-up studies pertaining to NIRS feedback itself, some impor-
tant enhancements are necessary, such as simultaneous recording of electromyogram (in context
of motor imagery), as well as electrocardiogram and respiration measurements to control their
influence on the NIRS signal. Larger numbers of sessions are essential to address the issue of
training effects. Further enhancements include a larger number of participants, as well as the use
of a non-contingent control group, especially for specifying the role of feedback. For clarifying the
individual feedback performance, one could further introduce a sequence of activation and rest
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periods of randomized lengths. We expect that feedback responders could adapt to the changing
time conditions, while non-responders show a constant response pattern to the varying stimuli.
Special focus for future applications will also state the development of methods for online artifact
correction. As a simple approach for online elimination we suggest the use of differential signals
for feedback, e. g. region of interest against rest of channels, which is planned for follow-up studies.

6 Conclusion

This work has successfully demonstrated the feasibility of a multichannel NIRS realtime feedback
system, but further research is needed to investigate the potentials of NIRS feedback and its
application.
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Abstract

Near-infrared spectroscopy (NIRS) is a non-invasive optical technique for the assessment
of functional activity in the human brain. With NIRS characteristic hemodynamic responses
(changes in oxy- and deoxyhemoglobin concentration) during cognitive, visual, or motor tasks
can be measured. In order to determine whether the recorded signal is due to a local cortical
activation or to a global response of the cardiovascular system, it is essential to identify
systemic influences. In the present study we report on heart rate and blood pressure (BP)
changes of two subjects during periodic, cue-paced brisk finger movements performed in 10 s
and 13 s intervals and investigate the influence of these changes on simultaneously recorded
brain oxygenation changes. Furthermore, we present signal processing approaches to reduce
systemic influences in the recorded NIRS signals. The results show a strong influence of
the BP on the hemodynamic response. In the uncorrected data, the hemodynamic response
shows unexpected differences for 10 s and 13 s intervals, respectively. After removing the BP
influence, the responses result in similar time courses for both intervals. The proposed method
to eliminate slow BP oscillations (around 10 s) from the NIRS signal may be very useful to
increase the signal to noise ratio in optical Brain-Computer interface and other applications.

1 Introduction

The near-infrared spectroscopy (NIRS) is a non-invasive optical technique for the assessment of
functional activity in the human brain and allows the measurement of characteristic hemodynamic
responses during cognitive, visual or motor tasks. These characteristic responses can be detected
and used to control e. g. an external device. A strong limitation of the use of hemodynamic re-
sponses for an optical Brain-Computer interface (BCI) is, however, the nature of the response,
which is in the range of some seconds. A further challenge is the classification of single trial data.
For this it is essential to improve the signal to noise ratio (SNR) and to decrement false classifi-
cations which occur primarily due to misclassification of physiological noise. A spectral analysis
of the optical signal reveals various quasi-periodic physiological rhythms, such as cardiovascu-
lar, vascular, respiratory and blood pressure (BP) rhythms [1], which may influence the recorded
signals [2, 3, 4]. These rhythms cause additional changes in the hemodynamic signal and may
superimpose the changes caused by cerebral activation. The frequency of the pulse waves is in the
range between 1 Hz (60 bpm) and 2 Hz (120 bpm). The respiration frequency lies around 0.25 Hz
(15 breaths per minute) and the Mayer-Traube-Hering waves (MTH) [5], which are 3rd order BP
waves, occur with a frequency around 0.1 Hz [3, 4]. The goal of this paper is to investigate the
influence of these rhythms on recorded changes in oxy- (HbO2) and deoxyhemoglobin (Hb) during
periodic brisk finger movement execution. Another aim is to propose appropriate signal processing
approaches to reduce the systemic influences in the recorded NIRS signals.
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2 Methods

2.1 Subjects and experiment

The investigations were carried out on two 28 year old right-handed subjects (S01, S02). The sub-
jects were seated in a comfortable arm-chair. The right index finger of the subjects was wrapped
in aluminum foil, resting on an inductive sensor to detect the required finger movements.
The experiment consisted of the following task: The participants had to execute a brisk finger
extension/flexion each time a cue stimulus (red arrow) appeared on screen (distance between the
subjects and the screen was approximately 130 cm). In one session the cue was presented periodi-
cally in 10 s intervals, in a second session in 13 s intervals. Both sessions comprised 60 repetitions.

2.2 Recording

All signals described later were recorded with a sampling frequency of 500 Hz and downsampled
to 10 Hz after the following preparation steps.

2.2.1 Systolic and diastolic blood pressure

For BP recording a continuous non-invasive BP monitoring system (CNAPTM Monitor 500, CN-
Systems Medizintechnik AG, Austria) was used. The BP was measured on the proximal limp
of the left index or middle finger (automatic alternating). The measuring method is based on
the vascular unloading technique (for a detailed description of the method see [6]) and delivers
a BP signal without interruptions. From the BP recording the systolic and diastolic BP signals
were extracted, linearly interpolated and resampled to the recording frequency to obtain equidis-
tant signals (Figure 1A). Subsequently the relative event-related systolic and diastolic BP changes
(in %) were calculated by averaging the changes across all trials of each task (referenced to the
mean systolic or diastolic BP).

2.2.2 Instantaneous heart rate

For the data recording a commercial biosignal amplifier (g.tec, Guger Technology OEG, Graz,
Austria) was used. The electrocardiogram (ECG) was recorded bipolar from electrodes placed on
the thorax (sensitivity 2 mV) and filtered between 0.5 and 100 Hz. From the ECG the beat-to-
beat intervals (RR intervals in ms) were calculated. Afterwards the RR intervals time series was
transformed into the heart rate (HR) (in bpm), linearly interpolated, resampled to the recording
frequency and displayed as instantaneous HR (IHR) (Figure 1B). The relative event-related HR
change (in %) was then calculated by averaging the IHR across all trials of each task (referenced
to the mean HR).

2.2.3 Respiration

The respiration patterns (Figure 1C) of the subjects were obtained by using a piezo respiratory
effort sensor (Pro-Tech Inc., Mukiteo, USA). The sensor was fitted individually; for data recording
the biosignal amplifier (sensitivity 2 mV, high pass 0.01 Hz, low pass 100 Hz) was used.

2.2.4 Brain oxygenation (NIRS recording)

For recording the brain oxygenation a custom made one-channel near infrared spectroscopy system
was used [4]. The sources and the detector were placed on the frontal cortex 1.5 cm to the left
and right of position FP1 according to the international 10/20 system for EEG recording. Unfor-
tunately with the custom made system only measurements over the frontal region are practicable.
The system measures hemodynamic concentration changes in HbO2 and Hb (Figure 1D) during
mental tasks (details see [4]). After calculating Hb and HbO2 a digital 3 Hz low pass Butterworth
filter of order 5 with an attenuation of 30 dB in the stop band was used. Afterwards a 0.01 Hz
high pass filter was used to remove baseline drifts.
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2.3 Removing the pulse, the respiratory and the blood pressure related
influences

The pulse can be removed from the hemodynamic concentration changes by using a cardiac pulse
removal algorithm [3] or, as implemented in this work, by low pass filtering (a 0.6 Hz low pass But-
terworth filter of order 4 with 60 dB in the stop band was used). By using the signals obtained by
the respiratory effort sensor and the diastolic blood pressure (BPdia), transfer function models [7]
were applied to remove the BP- and respiratory-related influence. These models are of the form

X [n] =
m∑

u=0

guY [n− u] + N [n] (1)

where X refers to the time series of the signal and Y to the respiration or blood pressure rhythms.
The term

m∑
u=0

guY [n− u] (2)

stands for the influence and N is the signal without the influence. By minimizing the mean squared
error E

(
N2 [n]

)
the parameters gu of the transfer function where estimated

γxy (−j) =
m∑

u=0

guγyy (u− j) (3)

with j = 0, 1, 2, ...,m where γxy is the autocovariance function of Y [n] and γxy is the cross-
covariance function between X [n] and Y [n].
At least one needs to find the optimal value of m in equation (2). According to [8] the values for
m were chosen between 5 and 15. With the calculated parameters of gu it was now possible to
compute the signal without influence

N [n] = X [n]−
m∑

u=0

guY [n− u] (4)

For further information on this algorithm see [8].

2.4 Correlation of blood pressure and brain oxygenation

The cross-correlation between the brain oxygenation, the BPdia and the HR was calculated after
HP-filtering (0.01 Hz, to remove baseline drifts) of the BPdia and HR signal. After searching for
the maximal correlation and the corresponding time shift the cross-correlation coefficient, also
known as the “product-moment coefficient of correlation”, (time shift considered) between the
signals was calculated using the “Pearson’s correlation”. The significance of the correlation was
calculated by testing the null hypothesis that the “product-moment correlation coefficient” is zero
using Student’s t-test on the statistic t = r ·

√
N−2√
1−r2 where N is the number of samples [9].

3 Results

In Figure 2B the corrected (elimination of respiratory related influence [8]) movement related HR
changes for the 10 s and 13 s datasets show an initial deceleration followed by an acceleration. The
thick line represents the mean HR and the thin lines the mean HR ± standard error (SE). The
vertical line at second three indicates the time point of the cue. Figure 2C shows the averaged
relative BPdia changes (in %) of each subject. The mean task related concentration changes of
HbO2 and Hb (in mmol ·mm) after removing the respiratory influence are displayed in Figure 2A.
The two concentrations display nearly the same time shifted changes as found in the BPdia. Table 1
shows the result of correlation analysis (maximal correlation and corresponding time shift) between
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Figure 1: Examples of recorded signals: (A) Noninvasively recorded continuous BP signal with
calculated systolic (red line) and diastolic (green line) BP course. (B) Linear interpolated IHR.
(C) Recorded respiration pattern. (D) Concentration changes of HbO2 and Hb. The black vertical
lines indicate the onset of the cues.

Figure 2: Task-related changes (mean ± SE) (A) HbO2 and Hb (mmol · mm), (B) HR (%) and
(C) BPdia (%) of subject S01 and S02. (D) Task-related concentration changes of HbO2 and Hb
after removing the BP influence. The line at second three indicates the onset of the cue stimulus.
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the whole time series of concentration changes (HbO2 and Hb) and BPdia. In Figure 2D one can
see the mean task related changes of HbO2 and Hb (in mmol · mm) of the two subjects after
eliminating the BPdia influence.

subjects S01 S02

task 13 10 13 10

r 0.27∗∗ 0.38∗∗ 0.53∗∗ 0.40∗∗
HbO2

∆t 0.7 s 0.7 s 1.5 s 1.4 s

r 0.60∗∗ 0.41∗∗ 0.56∗∗ 0.35∗∗
Hb

∆t 0.1 s 0.2 s 1.5 s 1.5 s

r 0.64∗∗ 0.59∗∗ 0.29∗∗ 0.36∗∗
HR

∆t 4.0 s 3.9 s 2.5 s 2.5 s

Table 1: Maximal cross-correlations and time shifts between BPdia and HbO2, Hb or HR, respec-
tively. All correlations marked with ** are significant on the level of p < 0.001.

4 Discussion

In the present study the influence of BP rhythms on changes in HbO2 and Hb during periodic
brisk finger movement is investigated and a method to reduce these systemic influences is shown.
The analysis of the task-related HbO2 and Hb shows a strong correlation (p < 0.001) with the
BP signal (Table 1). Visual inspection of Figure 2A reveals that this influence obviously causes
different HbO2 and Hb changes, a decrease of both concentrations in the case of 10 s and an
increase of both in the case of 13 s periodic finger movement. The HR (Figure 2B) displays an
anticipatory deceleration with an acceleration during the motor action in the case of 10 s and
13 s finger movement. In contrast to the HR, the motor actions are associated with a decrease
of the BP during 10 s, but with an increase during 13 s periodic finger movement (Figure 2C).
Depending on the stimulation frequency the BP oscillations display a maximum up to 4.0 seconds
after the HR oscillation. Additionally a further delay up to 1.5 seconds between BP wave (diastolic
pressure) and the HbO2 and Hb oscillations was found. Similar periodic responses (oscillations)
were found in the HR, BP and concentration changes of HbO2 and Hb during 10 s and 13 s finger
movement. This is not surprising, because “central commands” result in a strong drive into the
brain stem (for review see [10]). In the brain stem not only the cardiovascular nuclei and the
respiratory center but also the blood pressure control loops are affected. The central commands,
the cardiac efferents in the brain stem [1], the modulation of arterial baroreflex sensitivity, the reflex
responses to mechanically induced changes in arterial BP, the chemoreceptor influences and others
are responsible for the BP and NIRS oscillations with periods of 10 and 13 seconds, respectively.
An explanation of the different phases of HR, BP and NIRS oscillations may be the “relative
coordination” of different oscillation systems as described by von Holst [11]. After eliminating the
BPdia influence from the HbO2 and Hb concentration changes, by using the described method,
both datasets display similar changes during the motor action (a slight decrease of the HbO2

concentration). Inspection of Figure 2 reveals that the oscillations deviate from the sinusoidal
form; therefore, the elimination of the BP oscillation out of the NIRS signal results in an periodic
residual signal (Figure 2D). Whether this reflects the task-related response in the NIRS signal can
only be speculated. A reason could be that the cue was presented periodically in 10 s and 13 s
intervals, thus overlaps with MTH wave frequency and 3rd order BP waves. So it can not be ruled
out that maybe some parts of the hemodynamic responses are eliminated by the method as well.
To clarify this issue, further research with continuous BP recording on a larger group using different
tasks is necessary. Further a rest time should be included for better comparison. For an optical
BCI it is important that the elimination of slow BP oscillations around 10 s in the NIRS signal is
principally possible.
Additional it is of interest to explore whether self-paced movement at free will may be triggered
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by the oscillations. It is also relevant to investigate ultra slow changes in the alpha band [12] and
the cortical excitability cycle, respectively.
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Abstract

The objective of this study is to assess the feasibility of controlling an asynchronous and
non-invasive brain-actuated wheelchair by human EEG. Three subjects were asked to mentally
drive the wheelchair to 3 target locations using 3 mental commands. These mental commands
were respectively associated with the three wheelchair steering behaviors: turn left, turn right,
and move forward. The subjects participated in 30 randomized trials (10 trials per target).
The performance was assessed in terms of percentage of reached targets calculated in function
of the distance between the final wheelchair position and the target at each trial. To assess
the brain-actuated control achieved by the subjects, their performances were compared with
the performance achieved by a random BCI. The subjects drove the wheelchair closer than 1
meter from the target in 20 %, 37 %, and 7 % of the trials, and closer than 2 meters in 37 %,
53 %, and 27 % of the trials, respectively. The random BCI drove it closer than 1 and 2 meters
in 0 % and 13 % of the trials, respectively. The results show that the subjects could achieve a
significant level of mental control, even if far from optimal, to drive an intelligent wheelchair,
thus demonstrating the feasibility of continuously controlling complex robotics devices using
an asynchronous and non-invasive BCI.

1 Introduction

Brain-computer interfaces (BCI) research aims at operating mentally a variety of devices [1, 2, 3,
4, 5, 6, 7]. Our work is focused on developing asynchronous and non-invasive EEG-based brain-
computer interfaces for continuous control of robots and wheelchairs [6, 8]. These BCI systems
allow users to control such robotics devices spontaneously, at their own pace without needing any
external cue that drives the interaction. To do so the users learn to voluntary modulate EEG
oscillatory rhythms by executing different mental tasks (i. e., mental imagery) that are associated
to different steering commands. We facilitate this learning process selecting those stable user-
specific EEG features that maximize the separability between the EEG patterns associated to
each mental task. Furthermore, we implement shared control techniques between the BCI and the
intelligent wheelchair to assist the subject in the driving task [9, 10]. This paper describes one
experiment that shows the feasibility of mentally controlling an intelligent wheelchair.

2 Methods

2.1 EEG data acquisition

Data was recorded with a portable Biosemi acquisition system using 64 channels sampled at
512 Hz and high-pass filtered at 1 Hz. Then, the signal was spatially filtered using a common
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Figure 1: Indoor environment utilized in the experimental task. The subjects were asked to
drive the wheelchair to targets 1, 2 and 3. The figure also depicts the initial positions and ideal
trajectories for each target. x- and y-axis in meters.

average reference (CAR) before estimating the power spectral density (PSD) in the band 8–46 Hz
with 2 Hz resolution over the last 1 second. The PSD was estimated every 62.5 ms (i. e., 16 times
per second) using the Welch method with 5 overlapped (25 %) Hanning windows of 500 ms. Thus,
an EEG sample was a 1344-dimensional vector (64 channels times 21 frequency components).

Obviously, not all these 1344 features are used as control signals. Section 2.3 describes the
algorithms to estimate the relevance of the features for discriminating the mental commands and
the procedure to select the most stable discriminant features that are fed to the classifier embedded
in the BCI. This classifier processes each of the EEG samples and the BCI combines 8 consecutive
responses to deliver a mental command every 0.5 seconds.

2.2 Experimental task and analysis

Three subjects were asked to mentally drive the wheelchair to reach 3 target locations while
avoiding obstacles (see Figure 1). Reaching a target is a more complex task than simply navigating.
This experiment is more challenging in a second respect, namely subjects cannot manoeuver back
the wheelchair if they overshot the target by more than 2 meters, thus missing the correct turn. If
this is the case, the trial was considered a failure. The motivation for this experiment is to assess
how well naive (or almost naive) subjects can mentally drive the wheelchair along “almost” optimal
trajectories. To measure the performance of our brain-actuated wheelchair we have compared the
final position of the wheelchair with the end point of the desired trajectory. In particular, we
have calculated the percentage of reached targets as a function of the distance between the final
wheelchair position and the target at each trial. Furthermore, to assess the degree of mental
control achieved by the subjects, their performances were compared with that of a random BCI
utilized as a baseline – i. e., the wheelchair was driven by such a random BCI.

Subject 1 had previous experience in mentally driving in simulated environments but no expe-
rience driving the wheelchair, subject 2 had previous experience in mentally driving the simulated
and real wheelchair (3 days). Subject 3 did not have any previous driving experience. Each sub-
ject, and the random BCI, participated in 30 randomized trials (10 trials per target). To drive
the wheelchair, subjects 1 and 2 utilized the following three mental commands: imagination of
a left hand movement, words associations and rest. These mental commands were respectively
associated with the three wheelchair steering behaviors: turn left, turn right and move forward.
Subject 3 utilized different mental commands: words associations, arithmetic operations and rest,
associated with the aforementioned steering behaviors, respectively.
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Figure 2: Electrode contribution in % for each selected frequency component for each subject.

2.3 Calibration sessions and EEG feature extraction

The three subjects participated in 20 calibration sessions utilized to extract subject specific stable
discriminant EEG features and build a BCI classifier (statistical Gaussian classifier, see [6] for
details) for each subject. In these sessions, the subjects sat in a chair looking at a fixation point
placed in the center of a monitor. The subjects were asked to execute the three mental tasks
in a counterbalanced order informing the operator when they started executing the task. Each
calibration session was integrated by 6 trials each, 2 trials per class. Each trial lasted for 7 seconds
but only the last 6 were utilized in the analysis to avoid preparation periods where the subjects
were not yet engaged in the execution of the mental task. During these sessions the subjects did
not received any feedback.

The feature extraction procedure was the same than that utilized in other experiments involving
a simulated wheelchair [8]. The data from the 20 calibration sessions were grouped in 4 blocks
(B1, B2, B3 and B4) of 5 consecutive sessions. Taking into account the recordings timing, we
built different configurations of training and testing sets (train-test): B1–B2, B1–B3, B1–B4, B2–
B3, B2–B4, B3–B4, (B1+B2)–B3, (B1+B2)–B4, (B1+B2+B3)–B4. Feature extraction was done
in a sequential way, where we first pick stable frequency components and then chose the best
electrodes. To assess the stability of the frequency components we applied 21 canonical variates
analysis (CVA) [11], one per frequency component, on the training set of each configuration. For
each canonical space we ranked the electrodes according to their contribution to this space. Then,
we built up to 15 LDA classifiers, each using those electrodes that contributed more than c %,
with c ∈ {1.0, 2.0, . . . , 15.0} (see [11] for more details). We used the stability of the classifier
accuracy over the different configurations to select the frequency components. In particular, we
selected those frequencies that performed systematically among the top 5. Afterwards, for each
selected frequency, we took the configuration of electrodes (out of the 15 possible ones) that
yielded the highest classification accuracy on the configuration (B1+B2+B3)–B4. Finally, we
tested the different combinations of selected frequencies (with their associated electrodes) on the
configuration (B1+B2+B3)–B4 and chose the best one. At the end of this sequential process the
selected frequencies were {10, 12, 14}Hz for subject 1, {12}Hz for subject 2, and {8, 10}Hz for
subject 3. Figure 2 depicts the electrodes contribution, for each selected frequency component
for each subject. Finally, we built the statistical Gaussian classifier for each subject using their
individual selected features from all the data of the calibration sessions. The reasons for using a
LDA classifier for feature extraction rather than the final Gaussian classifier were the simplicity
and speed of training of the former. Furthermore, LDA is a special case of our Gaussian classifier.
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2.4 EEG features and EOG/EMG offline analysis

To assess whether the experimental subjects were using eye movements or muscular activity com-
ponents embedded in the EEG as control signals, electromyogram (EMG) was recorded from
subjects 1 and 2 (subjects that executed imagination of left hand movement to turn left). Bipolar
EMG was recorded using 2 surface electrodes placed on the forearm muscle Extensor Digitorum.
Bipolar electrooculogram (EOG) was measured from the three subjects using 2 surface electrodes
placed below and laterally to the left eye respectively. The PSD was estimated for EMG and EOG
using the same procedure as for EEG (see Section 2.1).

If there were EMG and EOG components embedded in the EEG utilized as control signals,
these components would not be equiprobably distributed over the mental commands recognized
by the BCI (i. e., the embedded statistical Gaussian classifier). To visually explore how they were
distributed, the 21 frequency components estimated from EMG and EOG of each subject (only
EOG in the case of subject 3) were utilized to built a canonical space (utilizing all samples from
the 30 trials) according to the mental commands recognized by the BCI. Then all the samples were
projected in the canonical space. Finally, an LDA classifier was applied to assess the separability
of the mental commands. Figure 3 shows the canonical space for each subject built using both
the EEG features utilized as control signals (left column) as well as the EOG and EMG frequency
components (right column). As expected, the mental commands distributions recognized by the
statistical Gaussian classifier are highly separable in the canonical space when it is built with
the EEG features (see Figure 3, Left). This is reflected by the LDA classification accuracies:
76.34 %, 71.81 % and 76.50 % for subjects 1, 2 and 3, respectively. However, the mental commands
distributions are not separable when the canonical space is built with the EOG and EMG frequency
components (see Figure 3, Right), what means that they are uniformly distributed among the
mental commands. In this case, the LDA classification accuracies are close to chance level: 41.08 %,
38.04 % and 35.75 %, for subjects 1, 2 and 3, respectively. All together, these results show that the
experimental subjects did not utilize eye movements or muscular activity components embedded
in the EEG as control signals.

3 Results

Figure 4 shows the percentage of targets reached by each subject and the random BCI as a
function of the distance between the final wheelchair position and the target at each trial. The
results reflect the importance of previous experience in order to successfully drive the wheelchair.
Subject 2, who had previous driving experience with both the simulated and the real wheelchair,
brought it closer to the targets. On the contrary, subject 3, who did not have any previous driving
experience, had more difficulties to place the wheelchair close to the targets. Subject 1, who had
only previous experience in simulation, achieved an intermediate performance.

Despite the different driving performances among subjects, the three of them showed a signifi-
cant degree of mental control of the wheelchair, which requires rather fast and accurate decisions.
For instance, to drive the wheelchair to target 3, the most difficult one, the subject needs to pass
through of the narrow passage in the opposite direction, right, and then immediately make a sharp
turn to the left. It’s also worth noting that the subjects missed quite a few times targets 1 and
2 because they tried to reach them following a straight line and the collision avoidance behavior
of the wheelchair (for details see [9, 10]) pushed the wheelchair away from the target. As shown
in Figure 1, the optimal trajectory is not straight, but the subjects needed some time to learn
appropriate driving strategies compatible with the behavior of the intelligent wheelchair.

To measure the degree of mental control exhibited by the subjects, and to show the complexity
of the task, we run an experiment where the wheelchair was driven by a random BCI (i. e., the
mental steering command – left, right, or forward – was selected randomly every 0.5 seconds).
The performance of such a random BCI was such that it never brought the wheelchair closer than
1 meter from the target whereas subjects 1, 2 and 3 did it in 20 %, 37 % and 7 % of the trials,
respectively. The subjects’ level of mental control is even higher when we consider the percentage
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Figure 3: Left: canonical spaces built using the EEG features utilized as control signals. Right:
canonical spaces built using the EOG+EMG (subjects 1 and 2) or EOG (subject 3) frequency
components. All canonical spaces built according to the mental commands recognized by the BCI
(statistical Gaussian) classifier.

of trials where the wheelchair was driven closer than 2 meters from the target. In this case,
subjects 1, 2 and 3 achieved the task in 37 %, 53 % and 27 % of the trials, whereas the random
BCI did it only in 13 % of the trials.

4 Conclusions

The results of this experiment show that subjects can operate our asynchronous EEG-based BCI
to control a wheelchair, task that requires rather fast and accurate decisions. Also, they can
autonomously operate the BCI without the need for adaptive algorithms externally tuned by a
human operator to minimize the impact of EEG non-stationarities. However, the performances
seem to be lower than the obtained with the simulated version of the wheelchair [8]. Moreover,
subjects 1 and 2, who had previous experience with the simulated wheelchair, report that it is

Figure 4: Percentage of reached targets by each subject and the random BCI as a function of the
distance between the final wheelchair position and the target (distance in meters).
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more difficult to drive the real wheelchair because of its more complex behavior. Nevertheless, it
is worth noting that the performance of the subjects, even the naive subject, is significantly better
than a random BCI. This proves that the intelligent wheelchair cannot achieve the task by itself,
but requires appropriate mental commands delivered by the subject at the right times.

In summary, these results show that subjects can rapidly achieve a significant level of mental
control, even if far from optimal, to drive an intelligent wheelchair, thus demonstrating the feasi-
bility of continuously controlling complex robotics devices using an asynchronous and non-invasive
EEG-based BCI.
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mouter, E. Taub, and H. Flor. A spelling device for the paralysed. Nature, 398:297–298, 1999.

[2] B. Obermaier, G. R. Müller, and G. Pfurtscheller. Virtual keyboard controlled by spontaneous
EEG activity. IEEE Trans. Neural Syst. Rehabil. Eng., 11:422–426, 2003.

[3] J. D. Bayliss. Use of the evoked potential P300 component for control in a virtual apartment.
IEEE Trans. Neural Syst. Rehabil. Eng., 11:113–116, 2003.

[4] J. del R. Millán. Adaptive brain interfaces. Comm. ACM, 46:75–80, 2003.

[5] M. A. Nicolelis, and J. K. Chapin. Controlling robots with the mind. Sci. Am., 287:46–53,
2002.

[6] J. del R. Millán, F. Renkens, J. Mouriño, and W. Gerstner. Noninvasive brain-actuated control
of a mobile robot by human EEG. IEEE Trans. Biomed. Eng., 51:1026–1033, 2004.

[7] J. M. Carmena, M. A. Lebedev, R. E. Crist, J. E. Doherty, D. M. Santucci, D. F. Dimitrov,
P. G. Patil, C. S. Henriquez, and M. A. L. Nicolelis. Learning to control a brain-machine
interface for reaching and grasping by primates. PLoS Biol., 1:193–208, 2003.

[8] F. Galán, M. Nuttin, E. Lew, P. W. Ferrez, G. Vanacker, J. Philips, and J. del R. Millán.
A brain-actuated wheelchair: Asynchronous and non-invasive brain-computer interfaces for
continuous control of robots. Clin. Neurophysiol., to appear.

[9] J. Philips, J. del R. Millán, G. Vanacker, E. Lew, F. Galán, P. W. Ferrez, H. Van Brussel, and
M. Nuttin. Adaptive shared control of a brain-actuated simulated wheelchair. In Proc. 10th
Int. Conf. Rehabil. Robotics, 2007.

[10] G. Vanacker, J. del R. Millán, E. Lew, P. W. Ferrez, F. Galán, J. Philips, H. Van Brussel,
and M. Nuttin. Context-based filtering for assisted brain-actuated wheelchair driving. Comp.
Intell. Neurosci., 2007, Article ID 25130, 2007.
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Abstract

One of the main applications of a Brain-Computer Interface (BCI) is for the control of
a wheelchair. To this end, it is very important to guarantee a high level of classification
accuracy. The choice of a wrong command due to a classification error can have important
consequences, inducing to very dangerous situations. The main purpose of this paper is to
introduce a new type of BCI, based on virtual reality techniques, that enable to navigate
through a VE using four different navigation commands: turn right, turn left, move forward
and move back. To reduce the probability of misclassification, the BCI is controlled by only
two mental tasks. Three untrained subjects participated in the experiments following an
initial training based on 3 sessions. Two of them were able to navigate through the VE
discriminating between imagination of right hand movements and relaxed state, improving
their performance over the runs.

1 Introduction

A Brain-Computer Interface (BCI) translate the intent of a subject measured directly from brain
signals into control commands. Recently, BCI research is targeted for motion disabled people’s
rehabilitation, existing many BCI applications to control a virtual environment (VE). The goal of
this research is to have a BCI as a real world application for the control of a wheelchair. However,
to get this objective it is necessary to train subjects to get a good control of the BCI, being
necessary to provide safe environments to learn how to operate a wheelchair. Motor imagery
has been used successfully to navigate within different VEs. Some of the most significant works
reported in this field allow navigating through a VE only in two directions. Since only two classes
are discriminated (e. g. left hand versus right hand movement imagery task [1], right hand versus
foot movement imagery task [2, 3, 4], foot imagery task versus rest period [5]), only two navigation
commands are possible (e. g. turn right or left, move forward or stop). To explore an environment
or to navigate through a virtual world, at least 3 different commands are necessary: turn right,
turn left and move forward. In [6], a BCI system is proposed to navigate freely through a virtual
apartment using only two motor imagery tasks. The system automatically guided the subject
to each junction and then, the subject could only select between two possible directions: right–
straight, left–straight or right–left.

A possible way to increase the number of navigation commands allowing to explore a virtual
world is by moving from a binary decision to a more diverse decision, giving a choice between more
options [7], for example, increasing the number of mental tasks. Very recently, the Graz group has
reported on a BCI system which was able to discriminate between three brain states to navigate
through a VE [8]. Many studies have reported that an increasing number of classes resulted in a
decrease of the classification accuracy [7, 9]. These studies suggest that the highest classification
accuracy is achieved by classifying only two classes.

One of the BCI applications to navigate through a VE is focused on the possibility of controlling
an external device as a wheelchair. To this end, it is very important to guarantee a high level of
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classification accuracy, because the choice of a wrong command due to a classification error can
have important consequences, inducing to very dangerous situations.

The main purpose of this paper is to introduce a new type of BCI, based on virtual reality
techniques, that enables to navigate through a VE using four different navigation commands: turn
right, turn left, move forward and move back. As proposed in [7] and [9], to reduce the probability
of misclassification, the BCI is controlled by only two mental tasks. The used paradigm to select
a specific command is based on the methodology used in the design of the typewriter Hex-o-spell
developed within the BBCI project [10]. In this paradigm, the different navigation commands
are surrounding a circle. A bar in the center of the circle is continuously rotating. The subject
controls the bar extension to reach the chosen command.

2 Methods

2.1 Subjects and data acquisition

Three subjects, named S1, S2 and S3 (2 male, 1 female, right handed, age 24.6 ± 1.43), partic-
ipated in this study. None of them had any previous experience in BCI, and all were selected
independently of their initial ability to control EEG signals. The EEG was recorded from two
bipolar channels with electrodes placed over the right and left hand sensorimotor area. Active
electrodes were placed 2.5 cm anterior and posterior to electrode position C3 and C4 according to
the 10/20 international system. The reference electrode was placed at FPz position. Signals were
amplified by a 4 channel Coulborn V75-08 amplifier and then digitalized at 128 Hz by a 12 bit
resolution data acquisition card DAQCard-6025E (National Instruments).

2.2 Initial training

Before using the BCI system to explore the VE, subjects had to follow an initial training based on
the training paradigm proposed by Graz group [11]. The training protocol consisted of 3 sessions:
a first one without feedback and other two providing continuous feedback. The different sessions
were carried out on separate days within a week. The session without feedback was used to set
up classifier parameters for the next feedback sessions. Data of the third session were used to set
up classifier parameters for the session of VE exploration.

During each session, subjects were looking at a computer screen placed at a distance of 100 cm
and were instructed to carry out 4 experimental runs, consisting of 40 trials (20 on the left and
20 on the right randomly distributed). The training was carried out discriminating between two
mental tasks: a relaxed state and imagined right hand movements. The duration of each trial
was 8 seconds. The trial began with the presentation of a red cross in the centre of the screen,
indicating that subjects should stay as relaxed as possible. At 2 s, a short beep signalled the
beginning of the mental task to be carried out. The appearance, during 2.25 s, of a green arrow on
top of the cross pointing to the right, was the cue for subjects to imagine continuous movements
of the right hand. Otherwise, subjects should stay in a relaxed state. In the case of a feedback
session, at 4.25 s the feedback stimulus was presented for 3.75 s. This one consisted of a blue
horizontal bar which extended further to the right or left according to the classification result. At
8 s, the trial finished returning to a black screen, and started again after a pause, ranging from
0.5 s to 3 s (randomly distributed). The developed BCI system for subject training was done in
MATLAB.

2.3 Signal processing

The signal processing included EEG feature extraction and classification. The scheme used was the
one proposed by Guger et al. in [12]. The feature extraction consisted of estimating the average
band power of each channel in predefined, subject specific reactive frequency bands at intervals of
500 ms. The classification was based on linear discriminant analysis (LDA) [13]. Signal processing
was done in MATLAB.
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(a) (b) (c)

Figure 1: Exploration sequence.

For each session, an error time course was computed with a ten times 10-fold cross validation
of a linear discriminant [11, 12] , for each time point t = 500 ms. In the session without feedback,
the extracted feature parameters of the classification time points with the lowest classification
error, were used to set up the LDA classifier parameters (weight vector) for the following sessions
with feedback [11]. In the feedback sessions, the LDA classification result was converted on line
to the length L of a feedback bar, which was updated on the screen every 4 samples (31.25 ms),
to make feedback as continuous as possible. A negative/positive value of L was translated into a
left/right extension of the feedback bar, indicating that trial was classified as a left/right trial.

2.4 Exploration of the VE using the BCI system

The VE consisted of a group of corridors with different junctions among them, setting a kind of
labyrinth. The subject started to navigate from a specific position (Figure 1(a)) and his point of
view changed continuously until reaching the first junction. At this moment, the subject stopped
and the decision period started, showing a graphical interface as shown in Figure 1(b). This
interface consisted on a circle divided into four quadrants (indicated by four green triangles), one
for each navigation command: move forward (upper quadrant), turn right (right quadrant), move
back (lower quadrant) and turn left (left quadrant). For the selection of a quadrant, there is
a bar in the center of the circle. At the moment this graphical interface appeared, the subject
had two seconds to prepare himself before starting the decision period. During this period, the
bar was pointing to the beginning of the upper quadrant with its minimal length (Figure 1(b)).
Then the bar started to turn clockwise automatically at a specific speed (several grades with each
acquisition process, that is, 31.25 ms) and to extend according to the mental task carried out by
the subject. Just like the BCI system used for initial training, the LDA classification result was
converted on line to the length L of the feedback bar, which was updated each 31.25 ms. However,
in that case, a negative value of L (relaxed state) kept the bar in its minimal length and a positive
value of L (by imagining continuous right hand movements) was translated into an extension of
the feedback bar. If the bar attained the limit circle of a specific quadrant, this one stopped the
rotation and the triangle changed to yellow indicating that the movement option according to
this region had been pre-selected (Figure 1(c)). To actually take the decision, the pre-selected
movement option had to be pre-selected during a specific decision period before applying the
necessary command to render the VE. However, if the right hand imagination movement was not
performed for this necessary time, the movement option did not keep selected, so the bar became
shorter and continued turning clockwise without selecting any option. Once the decision was
made, the graphical interface disappeared and the subject continued walking through the corridor
to the next junction following the decided movement option. The duration of the decision period
and the rotating speed of the bar were configurable for each subject, depending on his ability
to focus on one particular mental state. The whole application was made by Visual C++ and
OpenGL (integrated in Microsoft Foundation Class with Measurement Studio) was used for the
creation, visualization and animation of the VE.

To increase the degree of immersion, the VE was projected on a large front-projected screen
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Figure 2: Error rates over the trial time for each subject and each session.

(2.5 ·1.8 m) and subjects were placed at a distance of 3 m. Each subject participated in one session
with 4 experimental runs with variable duration. The first run was 10 minutes long and its aim was
that subjects become familiar with the VE, navigating freely through the labyrinth. In the other
three runs, the subjects were instructed to navigate until reaching 20 junctions. At each junction,
an operator proposed a specific navigation command, and this one had to be chosen by the subject.
The rotating speed of the bar was selected to turn at one grade each 31.25 ms, needing 2.81 s to
cross a quadrant and 11.25 s to complete a turn. As proposed by [6], the performance error can
be calculated by dividing the number of wrong decisions by the total number of junctions. The
required time to select a specific command is also an interesting parameter.

3 Results

The error time courses obtained for each experimental training session of each subject are graphi-
cally presented in Figure 2. Continuous and dash lines represent error curves for feedback sessions
(F) and non-feedback sessions (NF) respectively. Thick marks represent minimum error rate ob-
tained for each experimental session of each subject(squares for S1, circles for S2 and diamonds
for S3). Subject S2 and S3 increased their performance during training sessions. However, subject
S1 did not have a good performance and did not participate to explore the VE.

Regarding the results obtained during the exploration of the VE, the number of wrong decision
(WD) and the performance error (PEr) for subject S2 and S3 of each experimental run is shown
in Table 1. Both subjects improved their performance in each run, being the mean error rates
between 60 % and 10 %, with a mean ± SD of 25 ± 19.3 %. However, the high number of wrong
decisions for subject S3 in run 1 (12) was due to a parameter related to the bar extension and
no well regulated. Because of this, the obtained mean result (MEr) got considerably worse. The
duration of the decision period was 0.75 s for subject S2 and 0.5 s for subject S3. In the 4 last
columns, the number of correct decisions for each navigation command is showed (move forward
(F), turn right (R), move back (B) and turn left (L)). The numbers in brackets indicate the number
of correct decisions that needed an additional round of the bar to make the choice. For subject
S2, from 51 correct decisions, 47 were reached during the first turn. For subject S3, the rate was
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Subject Run WD PEr(%) F R B L
S2 1 5 25 4 4 4 3(1)

2 2 10 4(1) 5(1) 5 4(1)
3 2 10 0 6 6 6

MEr (S2) 3± 4.3 15± 21.5
Mt (s) (S2) 1.8± 0.56 5.8± 0.56 9.21± 0.23 11.59± 0.68

(3.13± 3.17) (6.7± 2.09) (9.21± 0.23) (14.9± 5.35)
S3 1 12 60 3 2(1) 2 1

2 5 25 4(2) 5 2(1) 4
3 4 20 5(1) 4(1) 3 4(1)

MEr (S3) 7± 10.8 35± 54.1
Mt (s) (S3) 2.15± 0.5 5.53± 0.82 8.65± 0.97 11.66± 0.5

(4.9± 3.2) (8.61± 4.8) (10.1± 3.63) (12.82± 2.71))
MEr 5± 3.8 25± 19.3
Mt (s) 1.97± 0.34 5.7± 0.44 9.02± 0.32 11.62± 0.38

(4.2± 2.13) (7.6± 2.38) (9.53± 1.12) (13.92± 2.83)

Table 1: Performance of each experimental run (WD: wrong decision; PEr: performance error;
MEr: average of wrong decision; Mt: average time to choose a command; F, R, B, L: commands).

32 of 39. The required average time to choose a specific command is also showed (Mt). These
temporal parameters include the decision period required for each subject. The given parameters
in brackets have been obtained including all the correct decisions and the ones without brackets
represent this average time excluding the correct decisions that needed an additional turn. Finally,
taking into account only these last correct decisions, the mean time for each navigation commands
(in bold face) do not differ very much from the theoretical temporal limits, which are (excluding
the decision period): 0–2.81 s, 2.84–5.62 s, 5.65–8.43 s and 8.46–11.25 s to select (F), (R), (B) and
(L) respectively.

4 Discussion and conclusion

The results of this study suggest that it is possible to navigate freely through a VE controlling
only two mental tasks. Three untrained subjects participated in the experiments following an
initial training based on 3 sessions. Two of them were able to navigate trough the labyrinth
discriminating between imagination of right hand movements and relaxed state, improving their
performance over the runs. The used training paradigm was based on the bar extension because
it was the same principle used to select the different navigation commands. It is important to
adjust all the parameters and adapt them to the subjects to guarantee a good performance. The
two most important parameters are: the duration of the decision period and the rotating speed
of the bar. In this experiment, the speed of the bar rotation was selected so that the bar needed
11.25 s to complete a turn. It could be interesting to test the system increasing this parameter,
for example, doubling the speed. Sometimes, subjects reached to extend the bar until the limit
circle. However, due to a short lack of control of the EEG signals, the bar went back inside the
circle for an instant, resetting the accumulated time for the decision period. Therefore, it would
be desirable to include a new temporal parameter that would be the time that the bar must be
inside the circle to reset this accumulated time. The bar turned clockwise automatically while
it did not attain the limit circle. On several occasions, the subjects carried out the mental task
to extend the bar without reaching the limit circle, causing that the bar exceeded the limit of
a specific quadrant, and forcing to wait for an additional round. It would be interesting to test
the system stopping the rotation once the bar starts extending, providing more time to select the
quadrant.

The system presented in this study is in the development phase and many options can be
added to improve its performance. However, the preliminary results obtained show that this BCI
system provides an effective method to increase the navigation commands without a decrease of
the classification accuracy. This is very important in some applications, for example to control a
real wheelchair, being essential to guarantee a high level of classification accuracy. Actually, this
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BCI is designed for synchronized operation. In the near future, we are planning on modifying
the presented system to get an asynchronous BCI. In this way, the users control the BCI output
whenever they want by intentionally performing a specific mental/cognitive task.
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Junta de Andalucia.
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Abstract

The aim of the present study was to propose the use of P300 event-related potentials
(ERPs) as control signals for amyotrophic lateral sclerosis (ALS) patients. Fourteen patients
with ALS took part in the study to test a new graphical interface, which can control the motion
of a cursor using ERPs [1]. Visual stimuli, consisting of four arrows (upward, rightward,
downward, leftward), were randomly presented in peripheral positions of a screen. ALS
patients were instructed to pay attention only to the stimulus related to the preferred cursor
movement direction. We reported that ALS patients were able to learn how to direct a
computer screen cursor through the use of a brain-computer interface (BCI). In addition,
ALS patients were assessed with a battery of clinical and neuropsychological tests. Data
analysis revealed that ALS patients can reach good communication abilities using the BCI
system, independently from their motor disability and cognitive status.

1 Introduction

Amyotrophic lateral sclerosis (ALS) is a neurodegenerative disease caused by the degeneration
of motor neurons and it is characterised by progressive muscle weakness and atrophy. After a
mean time of 3–5 years, patients ultimately lose the ability to initiate and control all voluntary
movements, except those of the eyes, becoming tetraplegic and anarthric. Recent studies have been
focused on the usefulness of the BCI technology as a communication tool for patients affected by
ALS. To prevent the failure of completely paralysed patients to achieve BCI communication, some
authors have suggested that ALS patients should begin the BCI training before becoming locked-
in [2]. The present study describes the use of the P300 as a control signal for a four-option
BCI [1, 3] by ALS patients. Furthermore, the study aimed to assess whether the P300 BCI system
may be affected by the clinical and cognitive status of patients.

2 Methods

2.1 Participants

A group of 14 patients with ALS diagnosis based on the El Escorial criteria (admitted to the
San Camillo Hospital for rehabilitative treatment) participated in the study. The research was
approved by the Ethical Committee of the San Camillo Hospital. Informed consent was obtained
according to the Declaration of Helsinki. Disability level of patients was assessed using the Revised
ALS Functional Rating Scale (ALSFR-R [4]) which is characterised by the inclusion of autonomic,
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Demographic and clinical data of ALS patients
Age (years) 54 (15)
Gender (m/f) 9/5
Education (years) 10.5 (4.3)
Disease duration (months) 47 (30)
ALSFR-R (scores) 29.9 (6.4)
MMSE (scores) 27.7 (2.4)

Table 1: Means (standard deviations) of demographic and clinical data in ALS.

Figure 1: Representation of a trial. (a) The cursor, the target images and the four arrows; (b) the
flashed arrow; (c) the movement of the cursor after P300 recognition.

respiratory, and motor items. Global cognitive impairment was assessed by using the Mini Mental
State Examination (MMSE [5], Table 1). A further battery of psychometric tests [6] was admin-
istered to evaluate non-verbal intelligence (Raven’s Coloured Matrices [7]), attention (Attentive
Matrices [8]), executive functions (Modified Wisconsin Card Sorting Test [9], Phonemic Verbal
Fluency [8], Digit Span Backward [10], Trail Making Test A and B [11]), short-term memory
(Verbal Digit Span Forward [10], Corsi Blocks tapping test [8]), long-term memory (Prose Mem-
ory, [8]), and language (Semantic Verbal Fluency [8]). All patients had preserved speech, reading
and writing abilities to perform all neuropsychological tests. ERP recordings were performed us-
ing an active auditory odd-ball paradigm in which frequent tones (1000 Hz, occurrence 0.8) were
coupled to rare tones (2000 Hz, occurrence 0.2). The stimuli were presented randomly with an
inter-stimulus interval (ISI) of 2 s. P300 latencies and peak-to-peak amplitudes (N2–P3) were
measured. To analyse the P300 parameters we used normative data of the International Federa-
tion of Clinical Neurophysiology [12] replicated with 50 healthy participants grouped by age in our
laboratory. P300 amplitudes and latencies of each participant were manually peak-picked from
average data by two expert electrophysiologists.

2.2 BCI system

The visual interface was presented on a computer screen. Participants were asked to control the
movement of a cursor (blue ball) from the centre of the monitor to one out of four peripheral
target images representing a basic need (i. e. “I’m hungry”, “I’m sleepy”, “I would like to eat an
apple”). The initial distance between the cursor and the target image was of four discrete steps.

Four arrows (i. e., upward, rightward, downward, and leftward) were randomly flashed in pe-
ripheral positions of the monitor (Figure 1a). Each arrow indicated one out of four possible
directions concerning the movement of the cursor. Participants had to pay attention to the arrow
indicating the direction of the target image (i. e. target arrow; probability of occurrence: 25 %) and
to ignore the arrows indicating the wrong directions (i. e. distracting arrows: overall probability of
occurrence 75 %). Participants had to move the cursor along only one direction, according to the
target image specified by the examiner, until the target was reached. Each trial consisted of the
flashing of an arrow for 150 ms (Figure 1b), followed by data processing necessary for P300 recog-
nition, and by the generation of feedback concerning the movement of the cursor (Figure 1c). The
time interval between two flashed arrows (inter-trial interval: ITI) was 2.5 s, in order to achieve
optimal on-line data processing. A session was defined as the complete sequence of trials sufficient
to reach the target image (range: 13–92 trials).
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We hypothesised that every target arrow should elicit the P300 wave. Every time the P300 was
detected during the trial, the cursor moved on the graphical interface according to the direction
of the flashed arrow. Each participant performed eight learning sessions (LS) in the first day, and
sixteen testing sessions (TS) spread over the following 11 days (i. e., first day 8 LS → second day
4 TS → two days interval → fifth day 4 TS → two days interval → eighth day 4 TS → two days
interval → eleventh day 4 TS).

The learning sessions were characterised by an “ideal feedback”, provided to the participant by
a correct movement of the cursor: every time the target arrow flashed, the cursor made one step
toward the target image (i. e., the “ideal feedback” represents what should have been the conse-
quence of a correct P300 classification following participant’s concentration on the target image).
In contrast, during the testing sessions the cursor moved toward the target image only as a re-
sponse to a brain wave classified as P300 (i. e.,“real feedback” based on participant’s concentration
on the target image).

2.3 BCI data acquisition

Registration electrodes were placed according to the international 10–20 system at Fz, Cz, Pz and
Oz; the Electrooculogram (EOG) was recorded from a pair of electrodes below and laterally to the
right eye; all electrodes were referenced to the left earlobe. The five channels were amplified, band-
pass filtered between 0.15 Hz and 30 Hz, and digitized (with a 16 bit resolution) at 200 Hz sampling
rate. Every ERP epoch, synchronized with the stimulus, began 500 ms before the stimulus onset,
up to 1000 ms after stimulus trigger signal (total 1500 ms). Thus, after each stimulus (trial)
presentation the system recorded a matrix of 300 samples per 5 channels, available for on-line and
off-line data processing.

2.4 Data analysis

A modified version of the classification algorithm reported in a previous study [1] was used to
test the BCI system. Before each testing day, a classifier (adapted ad personam) was trained
with a three-step procedure: Independent Component Analysis (ICA) decomposition, features
extraction, and Support Vector Machine (SVM) classification. All ERP epochs, with at least one
channel’s activity greater than 100 µV (including EOG), were excluded from each training set,
while all available ERPs epochs were analysed for each testing set. During on-line operations, the
classification procedure was applied to every single sweep synchronised with the stimulus, while
the output of the SVM classifier was converted to a binary value (1: P300 detected; 0: P300
absent) to control the discrete movements of the cursor.

To define a complementary performance index, we grouped all testing sessions in two class:
“successfully completed sessions” and “unsuccessful sessions”. The first were characterised by the
reaching of the target image. This implied that at least four epochs related to the target direction
were correctly classified. Conversely, in an “unsuccessful session” the cursor reached a non-target
image, or the number of presented stimuli reached the maximum number decided by the authors
(92) without reaching any image. We also defined the “learning period” as the number of stimuli
received by the participants before reaching the first successful session (i. e., number of stimuli
needed to reach the first time a target image), who refers to the whole system which comprised
both the participant and the classifier.

Participants mean (standard deviation) neurophysiological, neuropsychological, and BCI-skills
are reported in Tables 2, 3 and 4. To examine the possible relations among clinical, neurophysio-
logical, neuropsychological, and BCI data, the Spearman’s rank correlation test was used.

3 Results

Participants’ BCI skills were described by the indexes shown in Table 2: classification performance
(accuracy %), transfer bit rate (bit/min), percentage of successfully sessions (target image reached
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BCI parameters of ALS patients
Performance (%) 77.8 (5.2)
Transfer bit rate (bit/min) 6.76 (2.03)
Percentage of sessions successfully completed (%) 77.7 (15.8)
Learning Number of Stimuli (LNS) 253 (152)
Performance trend (%/session) 0.43 (0.65)
Artefact index (%) 7.7 (6.9)

Table 2: Means (standard deviations) of BCI measures.

Neuropsychological performance of ALS patients
Raven’s Coloured Matrices (scores) 28.4 (4.8)
Semantic Verbal Fluency (scores) 40.2 (7.2)
Phonemic Verbal Fluency (scores) 27.3 (8.9)
Trail Making Test A (seconds) 46.2 (12.3)
Trail Making Test B (seconds) 159.8 (81.5)
Trail Making Test A-B (seconds) 113.6 (110.5)
Digit Span Forward (scores) 5.4 (4.8)
Digit Span Backward (scores) 3.3 (0.9)
Corsi Blocks tapping test (scores) 5.2 (0.9)
Prose Memory (scores) 13.1 (3.2)

Table 3: Means (standard deviations) of neuropsychological scores in ALS patients.

by the blue cursor, Figure 1), “learning period” (Learning Number of Stimuli, LNS), and the
classification performance trend among all 16 testing sessions. A further index was evaluated to
monitor the influence of on-line artefacts on participants’ performance: the percentage of the target
epochs with at least one channel’s activity greater than 100 µV, and classified as true positives,
with respect to all target epochs.

ALS patients performed within normal ranges in all neuropsychological tests. Mean perfor-
mance (standard deviation) of ALS patients in neuropsychological measures is reported in Table 3.

Neurophysiological data are reported in Table 4. P300 waves parameters (amplitude and
latency) resulted within normative values collected in our laboratory.

Moreover, the statistical analysis revealed a significant correlation between ALS patients’ age
and some BCI parameters: performance (ρ = 0.75, p < 0.01), transfer bit rate (ρ = 0.66, p < 0.01),
and percentage of successfully sessions (ρ = 0.67, p < 0.01). No other significant correlations were
found between BCI skills and demographic, clinical, neurophysiological and neuropsychological
data.

4 Discussion

In this study ALS patients reached good BCI skills (Table 2): the average of successfully completed
sessions was about 75 %; the mean “learning period” was 253 stimuli; the communication speed
was low compared to others works [13], but there is also a slightly positive trend on classification
performance, denoting the existence of a mutual learning mechanism [14] between the participant
and the BCI system.

Neurophysiological data of ALS patients
Auditory odd-ball P300 latency (ch. PZ) (ms) 389 (65)
Auditory odd-ball P300 amplitude (ch. PZ) (µV) 10.8 (5.2)

Table 4: Means (standard deviations) of neurophysiological indexes in ALS.
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Our ALS patients performed within normal ranges in all neuropsychological tests suggesting
preserved cognitive functions. Moreover, they obtained good results in BCI skills comparable to
those of healthy participants [1]. The absence of correlation between neuropsychological tests and
BCI parameters suggests that the preserved cognitive status of our ALS patients did not affect
BCI skills. A positive correlation was found between age and some BCI parameters. This finding
may be interpreted as an effect of the small number of participants or a consequence of the greater
compliance of older participants with the slow speed and high error rate of the present BCI system.

Enabling these patients to control a computer cursor may allow them, in the late stage of
disease, to communicate by moving the cursor to a specific word or icon on a computer screen.
This interface could be adapted to allow patients to perform other actions besides communicating,
such as controlling a domotic house or even using a thought-controlled wheelchair. Longitudinal
research is required to test this hypothesis and the present study constitutes the first step toward
this direction.

5 Conclusion

The present study confirms the possibility to use P300 as a control signal for a BCI in ALS patients
before the disease becomes advanced, suggesting a possible application of the BCI training in other
clinical populations.
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Goodin. Cognitive event-related potentials. Electroencephalogr. Clin. Neurophysiol., 52:91–95,
1999.

[13] U. Hoffmann, J. M. Vesin, T. Ebrahimi, and K. Diserens. An efficient P300-based brain-
computer interface for disabled subjects. J. Neurosci. Methods, 167:115–125, 2008.

[14] J. del R. Millán. Adaptive brain interfaces. Commun. ACM, 46:74–80, 2003.

332

4th Int. BCI Workshop & Training Course 2008



 

 

 

BCI demographics: how many (and what kinds of)
people can use an SSVEP BCI?
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Abstract

Brain-computer interface (BCI) systems enable communication without movement. It is
unclear why some BCI approaches or parameters are less effective with some users. This study
elucidates BCI demographics by exploring correlations among BCI performance, personal
preferences, and different subject factors such as age or gender. Results showed that most
people, despite having no prior BCI experience, could use the Bremen SSVEP BCI system
in a very noisy field setting. Performance was best in both young and female subjects. Most
subjects, especially younger subjects, stated that they did not consider the flickering stimuli
annoying and would use or recommend this BCI system. These and other demographic
analyses may help identify the best BCI for each user.

1 Introduction

Brain-computer interface (BCI) systems are devices that allow people to communicate without
moving. Instead, direct measures of brain activity are translated into messages or commands.
The classic goal of BCI research has been to provide severely disabled users with communication
and control [1]. This remains a principal focus of most research groups. However, there has been
increasing attention recently to using BCIs to provide communication for new user groups, such as
healthy users or persons with less severe disabilities. Similarly, BCIs have recently been validated
as advanced neurofeedback tools for stroke, autism, attention disorders, and other disorders, in
which the principal goal of the BCI is not communication but rehabilitation [2–5].

BCI demographics should be better explored and addressed before BCIs can become practical
tools – for existing or new user groups. Such research could help identify the best BCI for each
user. One of the most consistent observations in the BCI literature is considerable inter-subject
variability, and thus the need to customize various parameters according to each user [1, 6–10].
Inter-subject variability often leads to the well-documented “BCI illiteracy” phenomenon; across
different BCI approaches (SSVEP, P300, ERD/ERS), about 20 % of users are unable to attain
effective control, while about another 30 % attain only poor control [4,6,9,11]. While many authors
have noted the problems of inter-subject variability and BCI illiteracy, and speculated about it,
there has been amazingly little applied research to study why this occurs.

One of the greatest oversights in BCI research is negligence of BCI demographics. Why are
some users better at BCI use than others? How do genetic, background, and lifestyle differences
affect performance and preferences with different BCI systems? Could the best BCI approach
and parameters be anticipated without extensive testing and modification? Can BCI illiteracy be
predicted? How could demographic information help to provide the best BCI for each user, ideally
with little or no expert help to configure and adapt key parameters?

The present project is the first BCI effort to address these questions through applied research
with a sufficient number of subjects. Some prior articles have used questionnaires to assay indi-
vidual differences (e. g., [7, 9, 10]), but often did not use enough subjects for reliable conclusions.
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For example, recent work suggested that female subjects, and subjects with a gaming background,
performed better with SSVEP BCIs, but these results did not attain statistical significance [9].
Only one BCI article has used several dozen subjects, and it did not use questionnaires nor any
means of evaluating correlations between BCI performance and individual characteristics. This
important paper, titled “How many people can use a BCI?” provided an excellent overview of how
99 different subjects performed with an EEG-based BCI, but no insight as to why some subjects
were better than others [12].

The principal goal of the present study was to assess SSVEP BCI performance across a large
number of subjects and evaluate correlations between performance, preferences, and individual
characteristics assessed with brief questionnaires both before and after BCI use. Performance was
compared across different message lengths, number of cursor movements needed to select each
letter, and copy vs. free spelling tasks. In addition to evaluating objective dependent variables
such as EEG measures, spelling speed, and accuracy, we also assessed subjective information such
as whether subjects found SSVEP BCI use fatiguing or unpleasant.

2 Methods and materials

2.1 Subjects

106 subjects participated in the study. Additional information about subject demographics is
available in Table 1. All subjects were recruited from visitors to our booth at CeBIT 2008. All
subjects were healthy and had no prior experience with BCIs. Potential subjects were asked
if they were at least 18 years old or ever had a seizure, epilepsy, mental or physical disorders,
or skin contact allergies. Subjects would have been rejected had they answered yes to any of
these screening questions, but none of them did. All subjects completed a consent form and
questionnaires that were all approved by the ethic commission of the University of Bremen.

2.2 Procedure

After completing the consent form, each subject was asked to complete a brief electronic ques-
tionnaire (called the pre-questionnaire) and was prepared for EEG recording. Next, each subject
used the SSVEP BCI system described below to spell five messages. Four of these messages were
chosen by the experimenter (copy spelling), and the fifth was chosen by the subject (free spelling).
The four copy spelling phrases were BCI, SIREN, CHUG, and BRAIN COMPUTER INTER-
FACE. These four messages were chosen because they represent a range of message lengths (short
vs. long) and the letters’ distances from the center (short vs. long; see Figure 1). Before the free
spelling run, each subject verbally told the experimenter of the message that s/he intended to
spell so spelling efficacy could be assessed. The order in which these five phrases were presented
was determined randomly. After the phrases were spelled, subjects completed a second electronic
questionnaire (called the post-questionnaire) and the procedure was complete.

Figure 1 presents the display used in this study. The center of the display contained 32
letters and other characters that the subject could communicate. At the beginning of each run,
a cursor was present over the “E” character. Subjects spelled by focusing on one of five boxes
presented on a laptop monitor. Each box contained either an arrow (up, right, down, or left) or
the word “Select”. Each box oscillated at a different constant frequency: 13, 14, 15, 16, or 17 Hz
(respectively). These frequencies were determined through prior work [13] and pilot work. If the
SNR at a specific frequency exceeded a predetermined threshold, the corresponding command was
executed. For example, if activity at 14 Hz exceeded a preset threshold, the cursor moved to the
right. There was no “wraparound” feature; if the cursor could not move further to the left, then
the cursor did not move if 16 Hz activity exceeded the threshold. If activity at 17 Hz exceeded the
threshold, the character highlit by the cursor was selected.

The bottom of the screen presented the message that the subject already selected. Thus, the
bottom of the screen contained no characters at the beginning of each run. Figure 1 below shows
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Figure 1: The display used in this study. The bottom of the screen presents the text that the
subject already spelled. The five white boxes contain the commands that can be sent: up, down,
left, right, and select.

an example of a screenshot when the subject successfully spelled the word “IAT”. Each run ended
when the subject spelled the desired phrase, or a similar phrase with some errors. At the end of
each run except the last run, each subject had a short break lasting about 30 seconds, then was
reminded of the next phrase.

2.3 Hardware and software

All data were recorded from sites PO3, PO4, O9, O10, Oz and Pz aligned with the standard
10–20 system of electrode placement. Data were referenced to site FCz with a ground at site
AFz. Electrodes and caps were provided by Electro-cap, International. These electrodes required
electrode gel, as is typical of conventional EEG recording systems. Data were digitized and
amplifier through a g.USBamp (Guger Technologies), which included a bandpass filter of 2–50 Hz.
Data were collected and stored anonymously on a PC compatible laptop with a TFT monitor
display running Windows Vista.

3 Results

Tables 1 and 2, and Figures 2 and 3, present results from subjects’ BCI performance and ques-
tionnaire replies. All 106 subjects completed the consent form and answered at least the questions
about age and gender, were prepared for EEG recording, and began using the BCI. About 22
subjects did not complete some or all questionnaire items. Some subjects did not complete the
study for various reasons. For example, some subjects’ recording sessions ended because the sub-
ject asked to use the bathroom, wanted to see a specific CeBIT event, decided to stop because of
poor performance, or had to meet a friend. Other subjects chose to spell phrases of their choosing
rather than the “copy spelling” phrases suggested in the protocol, and thus some subjects’ data
are incomplete. No subjects stopped participating because they reported any pain, discomfort,
fatigue, annoyance, or similar problems.

The results show that a wide variety of people can effectively use a BCI. Table 2 shows that
letters closer to the center, such as SIREN, can be spelled more quickly than letters near the
periphery. The long phrase, BRAIN COMPUTER INTERFACE, was spelled with a higher bitrate
than shorter phrases (except SIREN). There was no strong difference between free spelling and
copy spelling. The average word length during free spelling was 6.6 characters. Performance was
best for subjects who were female and relatively young. Men averaged 10.7 bits/min, while women
averaged 14.9 bits/min. The youngest 10 subjects averaged almost 15 bits/min, while the oldest
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Question Number of Average SD Range
Respondents Response

PRE-Questionnaire
Age(years) 106 30.6 11.9 18–79
Gender Male 106 81 (76.4 %)

Female 106 25 (23.6 %)
Need for vision correction Yes 88 46

No 88 42
Education Junior high school=1 88 10 1–4

High school=2 88 37 1–4
College or university=3 88 31 1–4
PhD=4 88 10 1–4

Computer work (h/week) 88 33.1 16.9 2–80
Computer games (h/week) 88 3.3 9.3 0–60
Hours of sleep last night 88 6.2 2.3 0–13
Substances Alcohol 88 23

Caffeine 88 21
Cigarretes 88 16

Are you tired? (1–5 scale) 88 2.09 1.03 1–5
POST-Questionnaire
Did system work? (1–5 scale) 84 3.39 1.33 1–5
Recommend system? (1–5 scale) 84 3.82 1.2 1–5
Easier to concentrate on LED 84 54

to gaze at LED 84 30
Easy to switch? (1–5 scale) 84 3.6 1.28 1–5
Were stimuli annoying? (1–5 scale) 84 2.54 1.27 1–5
Are you tired? (1–5 scale) 84 2.30 1.24 1–5

Table 1: Questionnaire answers. This table presents the answers collected from pre- and post-
questionnaires. In questions that could be answered in a 1–5 scale, 1 means no and 5 means yes.

10 subjects averaged almost 10 bits/min. Figure 3 shows the three post-questionnaire items that
differed significantly with age. Older subjects were more likely to find flickering stimuli annoying
and less positive about their BCI use.

4 Discussion

The performance data show that this SSVEP BCI system could provide effective communication
for most subjects. The ITR and illiteracy rate reported here are good compared to other BCI
field studies with unscreened novice subjects (e. g., [12]). Longer phrases might exhibit higher
ITR since subjects get absorbed in the task of using a BCI. The questionnaires showed that the
SSVEP BCI system used here was generally not perceived as annoying or difficult to use, and did
not produce significant fatigue.

5 Conclusion

These results could help identify the best BCI for each user. For example, this system might
be best suited to women and younger users, although subjects younger than 18 were not tested.
Further demographic research should identify how individual subject factors relate to performance
with other BCIs, and with other parameters such as the best frequencies, thresholds, tasks, men-
tal imagery, training regimens, feedback, or other adjustable parameters. This research should
facilitate BCIs that can adapt to each user, ideally with little or no expert help.

336

4th Int. BCI Workshop & Training Course 2008



 

 

 

Goal text Number Mean SD Range Mean SD Range ITR
of accuracy accuracy accuracy Time Time Time (bits/
respondents (%) (%) (%) (s) (s) (s) min)

BCI 69 88.5 21.1 75–100 122.1 98.9 21.5–463.6 10.1
SIREN 53 92.5 13.2 57–100 111.1 86.4 27.4–431.6 18.3
CHUG 49 93 15.7 25–100 139.3 103.3 43.6–450.6 11.6
BRAIN
COMPUTER 34 92.5 12.8 50–100 460.7 190.8 185.7– 16.1
INTERFACE 1029.5
Free spelling 62 94.3 11.1 57–100 204.2 167.9 29.7–911.7 13.1
AVERAGE 53.4 92.2 14.0 56.2–100 208.5 130.8 72.6–657.4 13.9

Table 2: BCI spelling performance. This table presents performance results from subjects at
CeBIT 2008.

Figure 2: Gender and accuracy histogram. This figure shows the relationship between gender and
performance.

Figure 3: Age and subjective report. This figure shows the relationship between age and the
replies given to three questions presented in the post-test questionnaire. Note that the x-axis does
not increase linearly because most subjects were younger than the median age.
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Abstract

An electroencephalogram (EEG) based brain-computer interface (BCI) was connected
with a Virtual Reality system in order to control a smart home application. Therefore special
control masks were developed which allowed using the P300 component of the EEG as input
signal for the BCI system. Control commands for switching TV channels, for opening and
closing doors and windows, for navigation and conversation were realized. Experiments with
3 subjects yielded accuracies of the BCI system between 83 and 100 % and showed that such
a BCI system can be used for smart home control. The Virtual Reality approach is a very
cost effective way for testing the smart home environment together with the BCI system.

1 Introduction

An EEG based brain-computer interface (BCI) measures and analyzes the electrical brain activity
(EEG) in order to control external devices. BCIs are based on slow cortical potentials [1], EEG
oscillations in the alpha and beta band [2, 3], the P300 response [4] or steady-state visual evoked
potentials (SSVEP) [5]. BCI systems are used mainly for moving a cursor on a computer screen,
controlling external devices or for spelling purposes [2, 3, 4].
BCI systems based on slow cortical potentials or oscillatory EEG components with 1–5 degrees
of freedom were realized up to now. However, high information transfer rates were reached based
on 2 degrees of freedom as otherwise the accuracy of the BCI systems dropped down. SSVEP
based systems allow selecting up to 48 different targets and are limited by the number of distinct
frequency responses that can be analyzed in the EEG. P300 response based BCIs typically used a
matrix of 36 characters for spelling applications [4].

2 Methods

Three subjects participated in the experiments and were trained firstly in spelling characters and
numbers based on their P300 EEG response. Therefore, the characters of the English alphabet
(A, B, . . . , Z) and Arabic numbers (1, 2, . . . , 9) were arranged in a 6 × 6 matrix on a computer
screen. Then the characters were highlighted in a random order and the subject had the task to
concentrate on the specific character he/she wanted to spell. All experiments were undertaken in
2 modes: (i) the row/column speller – all items of one row or column are highlighted at the same
time, (ii) the single character speller – only one character is highlighted. For the single character
speller each character was highlighted 15 times. For the row/column speller each row and each
column was also highlighted 15 times. This results in a speed up of 3 for the row/column speller.
Another important parameter in the P300 experiment is the flash time (character is highlighted)
and the dark time (time between 2 highlights). Both times should be as short as possible to reach
a high communication speed, but must be long enough so that the subject can detect the flash
and that the single P300 responses are not overlapping.
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Figure 1: Virtual representation of a smart home

At the beginning of the experiment the BCI system was trained based on the P300 response
of 42 characters of each subject with 15 flashes per character (about 40 minutes training time).
All 3 subjects needed between 3 and 10 flashes (mean 5.2) per character to reach an accuracy of
95 % for the single character speller and between 4 and 11 flashes (mean 5.4) for the Row/Column
speller. This resulted in a maximum information transfer rate of 84 bits/s (60 ms per character
flash time) for the single character speller and 65 bits/s (100 ms per character flash time) for the
row column speller.

Then the P300 based BCI system was connected to a Virtual Reality (VR) system. A virtual
3D representation of a smart home with different control elements was developed as shown in
Figure 1.

In the experiment it should be possible for a subject to switch on and off the light, to open and
close the doors and windows, to control the TV set, to use the phone, to play music, to operate a
video camera at the entrance, to walk around in the house and to move him/herself to a specific
location in the smart home. Therefore special control masks for the BCI system were developed
containing all the different necessary commands. In total 7 control masks were created: a light
mask, a music mask, a phone mask, a temperature mask, a TV mask (see Figure 2, left), a move
mask and a go to mask (see Figure 2, right).

The experiment for the P300 smart home control was divided into 3 parts with 15, 11 and 16
decisions respectively. One task was e. g. to go to the living room, to switch on the TV and to
select a specific channel, . . .

3 Results

Table 1 shows the results of the 3 subjects for the 3 parts of the experiment and for the 7 control
masks. Interestingly, the light, the phone and the temperature mask were controlled by 100 %
accuracy. The Go to mask was controlled with 94.4 % accuracy. The worst results were achieved
for the TV mask with only 83.3 % accuracy.
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Figure 2: Left: Control mask with the main menu in the first 2 rows, the icons for the camera,
door control and questions in the 3rd and 4th row and the TV control in the last 2 rows. Right:
Control mask for going to a specific position in the smart home.

Mask Part1 Part2 Part3 Total
Light 100 % 100 % 100 % 100 %
Music – 89.6 % – 89.6 %
Phone – 100 % – 100 %
Temperature 100 % – – 100 %
TV 83.3 % – – 83.3 %
Move 88.9 % – 93.3 % 91.1 %
Go to 100 % – 88.9 % 94.4 %

Table 1: Accuracy of the BCI system for each part and control mask of the experiment for all
subjects.

Table 2 shows the number of symbols for each mask and the resulting probability that a specific
symbol flashes up. If more symbols are displayed on one mask then the probability of occurrence
is smaller and this results in a higher P300 response which should be easier to detect. The flashes
column shows the total number of flashes per mask until a decision is made. The translation time
per character that is longer if more symbols are on the mask.

4 Discussion

The P300 based BCI system was successfully used to control a smart home environment with an
accuracy between 83 and 100 % depending on the mask type. The difference in accuracy can be
explained by the arrangement of the icons.

Mask Symbols Probability Flashes Time per
(%) character (s)

Light 25 4 375 33.75
Music 50 2 750 67.50
Phone 30 3.3 450 40.50
Temperature 38 2.6 570 51.30
TV 40 2.5 600 54.00
Move 13 7.7 195 17.55
Go to 22 4.5 330 29.70

Table 2: Number of symbols, occurrence probability per symbol, number of flashes per mask
(e. g. 25× 15 = 375) and conversion time per character for each mask.
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However, the experiment yielded 2 important new facts: (i) instead of displaying characters and
numbers to the subject also different icons can be used, (ii) the BCI system must not be trained on
each individual character. The BCI system was trained with EEG data of the spelling experiment
and the subject specific information was used also for the smart home control. This allows using
icons for many different tasks without prior time consuming and boring training of the subject
on each individual icon. This reduces the training time in contrast to other BCI implementations
were hours or even weeks of training are needed [1, 2, 3]. This reduction in training time might be
important for locked-in and ALS patients who have problems with the concentration over longer
time periods. The P300 concept works also better if more items are presented in the control mask
as the P300 response is more pronounced if the likelihood that the target character is highlighted
drops down [4]. This results of course in a lower information transfer rate, but enables control of
almost any device with such a BCI system. Especially applications which require reliable decisions
are highly supported. Therefore the P300 based BCI system is an optimal tool for the smart home
control. The virtual smart home acts in such experiments as a testing installation for real smart
homes. Also wheelchair control, which many authors identify as their target application, can be
realized with this type of BCI system in a goal oriented way. In a goal oriented BCI approach it
is then not necessary e. g. to move a robotic hand by thinking about hand or foot movements and
controlling right, left, up, down commands. Humans just think “I want to grasp the glass” and
the real command is initiated by this type of BCI implementation.

5 Conclusions

A P300 based BCI system is optimally suited to control smart home applications with high accu-
racy and high reliability. Such a system can serve as an easily reconfigurable and therefore cheap
testing environment for real smart homes for handicapped people.
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[2] C. Guger, A. Schlögl, C. Neuper, D. Walterspacher, T. Strein, and G. Pfurtscheller. Rapid
prototyping of an EEG-based brain-computer interface (BCI). IEEE Trans. Rehabil. Eng.,
9:49–58, 2001.

[3] T. M. Vaughan, J. R. Wolpaw, and E. Donchin. EEG-based communication: prospects and
problems. IEEE Trans. Rehabil. Eng., 4:425–430, 1996.

[4] D. Krusienski, E. Sellers, F. Cabestaing, S. Bayoudh, D. McFarland, T. Vaughan, and J. R.
Wolpaw. A comparison of classification techniques for the P300 speller. J. Neural Eng., 6:299–
305, 2006.

[5] G. R. McMillan and G. L. Calhoun. Direct brain interface utilizing self-regulation of steady-
state visual evoked response. Proc. RESNA, June 9–14:693–695, 1995.

342

4th Int. BCI Workshop & Training Course 2008



 

 

 

Brain computer interface applications for a cybernetic
prosthetic hand control

F. Aloise1,2, A. Accardo1,3, M. L. Blefari4, D. Mattia1, F. Babiloni1,5, S. Salinari3,
M. G. Marciani6, C. Cipriani4, F. Vecchi4, M. C. Carrozza4, F. Cincotti1

1NEILab,Fondazione Santa Lucia IRCCS , Rome, Italy
2Dipartimento di Ingegneria Elettronica, Università “Tor Vergata”, Rome, Italy
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Abstract

Abstract The EEG based Brain Computer Interfaces (BCIs) have been eliciting an enor-
mous interest in the field of neuroprosthetic device control. In this pilot study, we explore
the opportunity to interface an EEG based BCI system with a cybernetic prosthetic hand
(Cyberhand). Two BCI control signals, P300 and sensorimotor rhythm modulation, have
been considered to operate a control of the Cyberhand. A P300-based BCI system was used
to select different hand grasps between a set of eight global grasps of the Cyberhand and the
preliminary findings indicated that a “gross” Cyberhand control can be achieved. As for the
sensorimotor rhythm based BCI control, a twofold approach has been followed: a) the inves-
tigation of the EEG sensorimotor rhythm responsiveness to motor imagery of a set of simple
movements to increase the number of recognizable “mental states” and b) the implementation
of a software platform able to translate these mental states into direct motor commands for
the prosthetic hand fingers. Altghough, this latter approach still needs validation, the results
are promising for its future application.

1 Introduction

Over the last decade, an enormous interest has been elicited by the use of EEG signals in brain-
controlled devices [1, 2, 3]. The Brain Computer Interface (BCI) paradigm bypasses the normal
biological pathways mediating volitional movements and employing upstream neural activity that
may have a complex relationship to motor or cognitive behavior. The transformation between
this neural activity and the required control parameters can be facilitated by the BCI simply
communicating the user’s goal to devices that can handle some of the high-degrees of motor
control [4].

This “shared approach” appears particularly relevant when BCIs are designed to operate pros-
thetic arm device, since it may compensate for the distributed interactions between the differ-
ent central and peripheral neuromuscular elements underlying physiological motor control. This
prompted us to follow a similar approach to implement a BCI operated a prosthetic robotic hand,
represented by the Cyberhand which is a multifingered underactuated limb based on tendon trans-
mission [5]. In the present pilot study, we implement a paradigm in which two BCI control signals
will be employed to either select a global grasp of the prosthetic hand or to control directly
the motors of CyberHand fingers. In this experimental context, we also explore the benefits of
extra-vision somatosensory modality of feedback, namely tactile stimulation, for user training and
control of the BCI system. The exploitation of different modalities of feedback is relevant for
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Figure 1: The experimental set-up of P300 prosthetic hand control.

the development of more efficient brain-computer communication, since the components of the
visual system such as vision, visual attention, focusing gaze are physiologically engaged during the
dynamic contact between the body and environment.

2 Methods

2.1 P300 BCI control signal

First, we allowed 4 subjects (1 female; 3 male; mean age 25) to control the CyberHand by means
of P300 [6] evoked potentials induced by external stimulation (visual or tactile). Scalp activity
was collected with a 12 electrode position cap and an EEG system (Brain Amp, Brain Products
GmbH, Germany). EEG data sampling frequency was 250 Hz). The experimental setup also com-
prised: a tablet PC containing the BCI software platform [7], a set of vibro-tactile devices (tactors)
and the CyberHand (Figure 1). The visual feedback was composed by a train of flashing stim-
uli representing eight actions: seven types of grasp (including cylindrical, lateral and tri-digital
grasps) plus a “DoNothing” action to maintain the actual grasp (illustrated on the video-screen
in Figure 1). In order to select an action, the subject was required to focus her/his attention
on the stimulus related to the grasp, (e. g. counting the number of a given grasp appearance).
Is in the case of Figure 1, when tactile feedback modality was used, every action was linked to
the vibration of an electromechanical device (for a total number of eight devices) placed on the
subject back or chest (Figure 1, the subject received tactile stimuli by the tactors mounted on a
t-shirt) and the vibrotactile feedback was given for 200–360 ms at 250 Hz. The tactile feedback
modality was meant to replace the ash of the visual stimuli, so to implement the entire platform as
more portable. In both cases the application configuration could be modified acting on three fun-
damental parameters: Sequences (number of stimuli); Inter-Stimulus-Interval; Stimulus-Duration
(visual/tactile stimulus). Once the subject made her/his selection, the Cyberhand performed the
selected grasp or maintained the previous. Each experimental session consisted of 8 runs, either
with visual and tactile feedback modality; each run consisted of 8 trials corresponding to the
number of the actions, 7 hand grasps and 1 “DoNothing” actions. Each trial consisted of 16 to
32 stimuli (visual or tactile) according to the number of target presenting sequences (from 2 to 4
sequences). Each run lasted from 1 to 2 min, for a total of 10–15 min each experimental session.
The subjects underwent 2 experimental sessions, for a total of 16 runs .

2.2 Sensorimotor rhythm BCI control signal

In the second part of the study, 3 subjects underwent several EEG recording sessions with a
BCI system based on detection of simple motor imagery mediated by modulation of sensorimo-
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Figure 2: The user-interface of sensorimotor-based prosthetic hand control.

tor rhythms [7]. The detailed procedures for subject training are described elsewhere [8]. In
brief, subjects needed to learn to modulate their sensorimotor rhythms (8–12 Hz and 14–30 Hz)
to achieve more robust control (training) than the simple imagination of limb movements can
produce (screening). In this set of experiments, a 61-channel electrocap was used to acquire the
EEG signals and a subset of 1–3 channels (among C3, C4, Cz, CP3, CP4, CPz), re-referenced
to the common average reference (CAR; the spatial filter used for training), was used to control
horizontal or vertical cursor movement.

An initial screening session was meant to defined the EEG frequency peaks and scalp locations
of each subject’s spontaneous µ- and β-rhythm activity during execution and imagination of simple
movements. In coupled runs, the subject was asked to execute (first run) or to image (second run)
movements of her/his hands, feet and tongue upon the appearance of different target positions.
This sequence was repeated three times for a total of 12 trials. During following training sessions,
the task consisted in moving the cursor toward a target, as soon as the latter appeared on any
of the four sides of the screen (Figure 2). Appearance of each target was equally probable. The
cursor movement was controlled by the subject, either by modulating amplitude of her/his mu
rhythm bilaterally (vertical movement), or by lateralizing the rhythm (horizontal movement). To
facilitate subject’s training, she/he was suggested to concentrate on kinaesthetic imagination of
movement [9] of her/his hands (HND, cursor up), his feet (FT, cursor down), his right or left
hand (RH, LH, cursor right or left, respectively). EEG spectral features were extracted online
using an autoregressive estimator running on overlapped, sliding epoch of 300 ms. Band power
in the band 10–12 Hz from channels C3 and C4 was used to detect lateralization of µ-rhythm
(horizontal movement); an average of the same spectral features, contrasted with spectral power
in the band 24–26 Hz from channel Cz, was used to detect bilateral (de)synchronization (vertical
movement). Each training session lasted about 40 minutes and consisted of eight 3-minute runs
of 30 trials each. We collected a total of 5 training sessions for each subject; training ended when
performance was stabilized.

User performances was assessed by accuracy, namely the percentage of trials in which the target
was hit and by the variable named R2, a parameter used to characterize BCI performance [2]. This
variable is computed as the correlation between the amplitude of the signal used to control cursor
movement and the target position (top or bottom/right or left). Finally, in order to increase
the number of possible contrasts (namely HND vs FT, RH vs LH), one more “mental task” was
evaluated during the screening session, namely the imagination of tongue movements (TNG).
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Figure 3: P300 control for the prosthetic hand, subjects performance.

3 Results

3.1 P300 BCI control signal

Figure 3 shows that all subjects (n = 4 subjects) were able to select different hand grasp types,
which in turn imposed the movements of the Cyberhand, by means of the P300 based BCI
paradigm, with performance percentage ranging from 72 % and 100 % when visual feedback modal-
ities was utilized. On the contrary, level of performance decreased when all subjects (particularly
for subject ACAN and GILI, in Figure 3) were provided with the tactile feedback modality (Fig-
ure 3; level of performance between 37 % and 92 %). Moreover, the tactile feedback was associated
with a longer time of grasp classification, with the best subject CILI: 3.2 s for visual feedback
versus 9.6 s for tactile feedback.

3.2 Sensorimotor rhythm BCI control signal

As for the mono- and bi- dimensional tasks, 2 subjects were able to control the both horizontal and
vertical cursor movements with a high level of performance (100 %) within the first 2 sessions of
BCI training (Figure 4, top panels). Similar level of performance were achieved by both subjects
during the bi-dimensional task with a gradual increase of performance within the 4 BCI training
sessions. (Figure 4, bottom panel).

We also investigated the EEG sensorimotor rhythm responsiveness to motor imagery of simple
movements, including the imagery of tongue movements, during the screening phase. As shown
in Figure 5, three distinct patterns of EEG sensorimotor reactivity could be found in association
with the 3 different contrasts (Right-Hand vs. Left-Hand, Hands vs Feet and Tongue vs Foot), in
all subjects. The level of r2 was higher for the Hands vs Feet contrast (Figure 5, HND vs FT,
0.5 in all subjects) with respect to both Right Hand vs. Left Hand (Figure 5, RH vs. LH; 0.2,
first subject, 0.3 second and third subject) and Tongue vs. Feet (Figure 5, TNG vs FT, 0.2 in all
subjects) contrasts.

Finally, we implemented the sensorimotor rhythm based BCI system to operate the Cyberhand.
The implementation consisted in allowing the cursor to reach “areas” defined within a bidime-
sional space nearby the target (“target areas”) to control the Cyberhand flexion and extension
movements, rather than the cursor hitting the target to achieve the Cyberhand movement control.
As represented in Figure 2, the presence of the cursor within 5 defined “target areas” will allow
for 3 global degree of freedom (gDoF). Three “target areas” correspond to: thumb (“P”), index
(“I”) and the last three fingers (“MAM”) flexion whereas the remaining 2 areas are devoted to the
extension of movements (“FIX”), and to the finger movement stop (“StopALL”). As regards the
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Figure 4: Sensorimotor control for the prosthetic hand, subjects performance.

Figure 5: Sensorimotor Rhythm Patterns (3 subjects, 3 couple-tasks).

“FIX- target area”, it also provides for a way to correct undesired (wrong) finger flexion, during
the prosthetic hand control.

4 Discussion

This pilot study provide for a promising exploitation of two BCI control signals, P300 and sensori-
motor rhythm modulation, to actuate a cybernetic prosthetic hand. Indeed, our findings indicated
that P300 based BCI system can efficiently operate a “gross” control of the Cyberhand by select-
ing a desired grasp among a set of eight grasps. Although, the validity of the second BCI control
signal considered has to be demonstrated, the opportunity to increase the number of distinguish-
able “mental states” together with the implementation of appropriate interface may represent a
potential strategy for a successful “fine” EEG based BCI control of the Cyberhand.
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5 Conclusion

In conclusion, this pilot study provides for promising findings for future BCI applications in
cybernetic prosthetic hand control.
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Abstract

Brain-computer interfaces (BCIs) allow direct communication between men and computers
thanks to the analysis of brain activity. Current applications of BCIs in assistive technologies
are: palliative communication systems for patients with complete muscular paralysis and
restoration of movement for people with a motor infirmity (orthetic or prosthetic devices
controlled by the thought). It appears today that brain-computer interfaces can also be used
in therapeutic approaches to rehabilitation or functional recovery through neurofeedback. In
this paper we briefly review several therapeutic uses of brain-computer interfaces and present a
clinical experiment with an hemiparetic patient who has used a BCI as a motor rehabilitation
tool.

1 Introduction

1.1 BCIs and therapeutic approach

Brain-computer interfaces open a new pathway between the human brain and machines [1]. By
analyzing his cerebral activity, a BCI gives an additional communication channel to its user,
to restore motor functions (orthesis or prosthesis control), to drive machines (a robotic arm, a
wheelchair) or to communicate with his environment [2, 3, 4]. A recent field of BCI application is
the study of brain mechanisms, dysfunction and functional recovery. Another one is the assistance
to diagnosis and functional rehabilitation [5]. In synchronous BCIs, event related potentials allow
studying the recovery of neuronal mechanisms related with language amongst aphasic patients
with brainstem strokes [6]. Control of slow cortical potentials in asynchronous BCIs allow the
reduction of epileptic attacks in some cases [7]. Brain-computer interfaces can also be useful in
neural rehabilitation of patients with severe impairments while reinforcing the use of damaged
neuronal paths using their plasticity [8]. Finally, the use of BCIs for motor rehabilitation must
not be disregarded [9]. This article presents a clinical experience with a patient who is suffering
from hemiparesis. Here the BCI is used as an assistive tool for motor recovery (hand re-education).

1.2 The BCI structure

BCIs can be non-invasive (the cerebral activity is recorded from the scalp) or invasive. In the
latter case, cerebral activity is recorded by tiny multielectrode arrays or by isolated electrodes,
either implanted in the cortex, or laid out over the cortex epi- or sub-durally. We present in this
article a case study on a patient with an electrode array placed over the dura mater, above the
sensory-motor area.

In many applications, BCIs give the user a feedback that is often visual, and sometimes auditory
or tactile. This feedback informs the user about the state of the application and/or about his own
mental state. The therapeutic use of biofeedback appeared in the USA in the early 1970s [10]. The
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neurofeedback (biofeedback from EEG oscillations or ERPs) consists in recovering and presenting
to the patient some of the characteristic cerebral signals of his mental state. With specific training
the patient learns how to increase the signal power in a chosen frequency band (for example the
signals of the sensorimotor rhythm, 8 to 12 Hz) and how to decrease the activity of other signals.
Thus he/she succeeds in modulating his/her own physiological reactions. The studies carried
out on the regulation of the slow cortical potentials, the sensorimotor rhythms and the BOLD
response (Blood Oxygen Level Dependent response measured with functional magnetic resonance
imaging) showed various effects on behavior. The regulation of slow cortical potentials enables us,
for example: to decrease the reaction time in motor tasks; to accelerate the lexical decisions; to
increase memory performance.

In the clinical experiment described below the neurofeedback is displayed as a simple cursor.
The cursor movement is associated with the movement of the patient’s paretic hand. There is
a correlation between event-related desynchronization of mu rhythm and shift in the cursor. In
our interface, the feedback does not inform the patient about the application state nor about his
mental state, but only about the efficiency of command signals appearing in his motor cortex.

2 Experimentation

2.1 Context

The subject is a 39 year old right-handed man. He suffers from hemiparesis and neuropathic pains
on the right side of his body due to deep contusions of his brainstem. When neuropathic pains
are resistant to drug treatments, a therapeutic alternative is motor cortex stimulation [11]. In this
particular case, the surgical operation was performed at Nantes hospital. The surgery consisted
in placing eight electrodes over the dura mater, above sensorimotor cortex areas that correspond
to the painful limbs, in order to stimulate electrically these cortical areas. A partial reduction of
pains resulted from this chronic electrical stimulation. In compliance with the patient, we diverted
the normal use of electrodes to measure his brain activity in order to control a BCI. Since the
subject keeps partial control of his right side limbs, more especially of his hand, we wanted to
verify if a BCI could be used as a rehabilitation tool. We had access to electrodes during only
three days. After this short period, a stimulator was connected to the electrodes which were then
only used for cortical stimulation.

2.2 Neurophysiologic phenomenon

The neurophysiologic phenomenon used to drive the interface is the mu rhythm desynchronization
in motor cortex area which corresponds to the deficient hand.

In Figure 1, we show the power spectrum of two signals recorded on the scalp at location
C3 (according to the 10–20 international system of electrodes placement). This location is above
the cortical area controlling the right hand. The solid curve corresponds to a measurement while
the person moves his right hand (e. g. alternately opens and closes the hand). The dotted curve
corresponds to a resting situation. We observe that there is a significant decrease of the signal
power in the 8 to 12 Hz frequency range, when the person is moving his hand. Experiments
show that the desynchronization of the mu rhythm usually starts two seconds before the actual
movement.

2.3 Signal acquisition

During the experiment, two electrodes of EMG (Electromyography) were placed on the patient’s
right forearm above the muscles that control the opening and the closing of the hand. Moreover,
as we explained earlier (see 2.1), stimulation electrodes were implanted over the patient’s dura
mater, above the sensorimotor areas corresponding to his deficient limbs. Two flat, four-pole inline
electrode strips were positioned over the sensorimotor area perpendicular to the central sulcus.
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One grid on foot areas and one on hand areas. For both grids, two electrodes cover the primary
motor cortex and the others cover the primary sensory cortex.

Figure 1: Two signals measured on a patient’s
scalp at location C3.
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Figure 2: ECoG band-pass filtered between
0.5–20 Hz and EMG band-pass filtered be-
tween 3–256 Hz.

All electrodes were connected to a biosignal amplifier. It measures the voltage difference
between each electrode relatively and a reference electrode placed on the patient’s right mastoid.
The ground electrode was placed on the patient’s healthy forearm (left hand side). Signals were
recorded using a 512 Hz sampling-rate, filtered by a eigth order band-pass filter [0.1 Hz; 200 Hz]
and by a fourth order notch filter [48 Hz, 52 Hz].

2.4 Brain-computer interfacing

We used a portable BCI system assembled in our laboratory [12]. The system is composed of
a biosignal amplifier (g.USBamp by Guger Technologies), a laptop, BCI2000 software, and of
an extra LCD screen. The interface measures and records brain signals, and performs signal
processing in order to transform them into commands. In this experiment, we only used a basic
visual feedback, i. e. a small red square moving up and down on the computer screen.

The interface isolates the mu rhythm in the signal corresponding to the motor area of the hand.
The value of the signal power, in the 8–12 Hz frequency band, is subtracted from a threshold
corresponding to the half of its maximal power. The maximal power is determined when the
patient is resting. The difference is multiplied by a coefficient that allows us to correlate the
strength of the movement with the speed at which the cursor moves. When the patient keeps
his impaired hand motionless, the cursor drops. As soon as the patient moves the hand, the
cursor goes up. If the patient maintains the movement, the cursor reaches the top of the screen.
The more effective the force and the speed of the movement are, the more the power of the mu
rhythm decreases, which accelerates the rise of the cursor toward the top of the screen. We can
adjust two values: the threshold value and the correlation coefficient. By decreasing the threshold,
the difficulty of the exercise is increased (the cursor appears “heavier” to raise). By altering the
correlation coefficient, the movement of the cursor is slower (the cursor appears “help up”).

2.5 Experiment chronology

The experiment unfolded in two steps. The first one consisted in measuring the patient’s brain
activity during a motor task, i. e. when he alternately closed and opened his deficient hand, without
using the feedback from the brain-computer interface. This measurement was composed of two
episodes of ten seconds each. During the first ten seconds, the patient had to remain motionless
and relaxed. Then, the investigator asked him to open and close his hand alternately during the
next ten seconds. This task was carried out a significant number of times (ten to fifteen times) in
order to collect enough data. Using these data, we first determined what pair of ECoG electrodes
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Figure 3: Signal spectrograms by bipolar measure between two channels.

should be chosen in order to identify optimally the patient’s brain activity in the hand motor area.
Secondly, we determined what configuration parameters should be used for the BCI to respond
properly to the orders given by the patient when moving his hand.

The second step included several sessions. During these sessions, the patient tried several
times to open and close his paretic hand. Each attempt lasted about twenty seconds. During
the first five seconds, the patient had to keep still and relaxed. Then, after an instruction from
the investigator, the subject started opening and closing his deficient hand alternately. He had
to open and close his hand as fast as possible. After ten seconds, the investigator asked him
to stop moving and to remain still and relaxed. The recording continued for five seconds after
the movements had stopped. Every other attempt was performed without feedback. When the
feedback was used, the patient’s goal became lifting up the cursor as fast as possible in order to
reach the top of the screen. In fact, to succeed, he also had to open and close his paretic hand as
fast as possible, but without looking at the latter.

3 Results

3.1 Choice of electrodes and parameters

Among the implanted electrodes, four electrodes are above the foot area (channels 1 to 4) and
four are above the hand area (channels 5 to 8). We have chosen the most appropriate pair of
electrodes (one above the foot area and one above the hand area). In order do so we have compared
the signal spectrograms obtained by bipolar measurements. The selected pair corresponds to
channels 6 and 1. We have verified afterwards that this corresponds exactly to the somatotopy,
since electrode 6 was just above the hand region in the motor cortex and electrode 1 above the
foot region in the sensory cortex, i. e. in a region with an activity as different as possible from the
activity recorded by electrode 1. The spectrogram computed with signals from this electrode pair
clearly shows a decrease in the signal power (in the spectrogram, the darker the gray level, the
more powerful the signal). This decrease shows desynchronizations of mu and beta rhythms that
occur during movements. Figure 3(a) and 3(b) illustrate our choice.

For this experiment, signal processing parameters and classifier parameters were manually
identified by simulation. We generated offline signals with characteristics similar to those of the
recorded brain signals (amplitude and frequency) and used them to adjust the parameters of the
classifier.
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Figure 4: EMG of attempt with and without feedback.

3.2 Results interpretation on an sample session

During a single session, the subject tried to move his paretic hand several times, sometimes with
feedback and sometimes without. Each attempt lasted twenty seconds (five seconds of rest, ten
seconds of movement, five seconds of rest). Figure 4 shows the EMG signal for the first two
attempts during the same session. We can observe a high power spectrum in the high-frequencies
during the attempts with feedback (Figure 4(b)). This power is correlated with the intensity of the
clamping force of the hand. In addition bursts appear more distinctly in attempts with feedback
and each one corresponds to a complete closing movement of the hand. In Figure 4(a), no burst
is visible and the spectrogram clearly shows less power.

Eventually, the visual observation of the patient during attempts showed that with feedback
his movements seemed complete and fast, whereas without feedback they seemed more painstaking
and less powerful.

4 Conclusion

Publications don’t relate any experience using a BCI in the context of functional rehabilitation.
There are mainly examples in which a BCI is used to restore the movement of a completely
paralyzed limb, but using an orthetic device. The experiment that we carried out in Nantes
seems to show that motor rehabilitation could be a new field of BCI application in the clinical
environment.

The electrodes implanted over the dura mater allowed us to get signals of very good quality,
which probably explains the success of this short-duration experiment. The results presented
only use informations extracted from the low frequency bands similar to those extracted from
surface signals in most other studies. However, since intracranial signals carry higher frequencies
components (for example the γ rhythm in the frequency band 50–200 Hz), these can probably be
used to improve system performance. Discrimination between various movements of the hand is
likely to be made easier with those signals.

As we could only use the electrodes for three days, the results must now be verified under
a more precise and longer experimental protocol and on a larger population. We still have to
compare these results with those provided by signals recorded on the patients scalp.
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Abstract

The Brain2Robot system is described and basic functionality is presented as tested on
healthy users. A 6 degree of freedom robot arm with a gripper, of similar size to a human
arm and designed to be mounted on a wheelchair, is controlled by a combination of signals
obtained by gaze tracking and motor imagination detected via EEG BCI. Design aspects are
described, including 3D gaze tracking and requirements of self-paced BCI control for sending
reliable commands to the robot arm. Results are presented in which healthy subjects grab
objects arbitrarily placed on the table by fixating at them and imagining a movement of the
arm.

1 Introduction

Although detection of mental activity appears to be a singularly convenient channel of commu-
nication in cases of severe paralysis, and is the only option in the rare cases for locked-in state,
serious challenges remain before BCI technology can be used in the everyday life of patients. In
the case of non-invasive BCI, EEG being most common as sensor technology, much progress has
been made in the last few years: the users no longer need lengthy training and mental imagination
detection can be highly accurate in some users. Nevertheless, the information transmission rate
(ITR) achievable is modest, at less than 50 bits per minute (bpm). Even for the best performers,
this communication speed is insufficient for practical 3D control of a robot which can grab objects
and manipulate them, being less than that seen in a single 1D human arm joint control. Some
EEG-BCI designs, however, have achieved 2D cursor control, though it requires extensive user
training [1]. Since information can be used (decoded) in a variety of ways, and can benefit from
innovative control paradigms for controlling objects such as wheelchairs [2] the ‘conservation’ law
of information means that the control of 3 or more joints is possible with EEG-BCI at the cost
of time: a well coordinated grasping movement would require an impractical amount of time to
complete.

The other issue, besides speed, is the concentration level (mental effort) required on the part of
the user, who must master BCI as well as a possibly complex control paradigm. In order for BCI
control of prosthetics to be practical – that is, be accepted by the disabled user population – it
must be easy and intuitive enough to be ‘worth the effort’. As such, invasive BCI designs over an
ITR speed increase of a factor of 2 to 4 over EEG BCI: the costs here would be the risk of surgical
intervention and the degradation and variation of signal quality with time, for an ITR level which
is still much below that needed for grasping. In the Brain2Robot project, a possible solution
is presented which preserves intuitiveness of use and leaves much of the joint coordination and
control to the computer rather than relying on brain signals. The target position is indicated by
tracking the 3D point of gaze of the user, which is normally coordinated with a grasping movement
in healthy users.
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2 Methods

2.1 BCI calibration trials

2 healthy volunteer subjects (both male) participated in this study. A 70-channel DC ampli-
fier set-up (BrainAmp128DC, Munich, Germany) was used (64 EEG channels and 4 bipolar
EMG/EOG channels). In the first part of the experiment (“calibration session”), 2 sequences
of 70 left/right/foot cues was presented visually by means of a letter which appears in the middle
of the computer screen. The subject was asked to imagine the cued class without moving either
limbs or the eye. Apart from offline checks, electromyograms and electro-oculograms were mon-
itored. During this part the 2 active classes are chosen (most discriminative of three movement
imagination trials: of left hand, right hand, or foot). Another class we refer to is the “rest class”,
which is sometimes called an “idle class”.

In a second part of the experiment subjects were asked to move a cross displayed on the screen
to a target represented by a bar on either the right or left side of the screen by imagining the
corresponding class (“1D feedback trials”). The cross movement provided continuous performance
feedback to the subjects. After training, 70 trials of normal, synchronous left/right target feedback
trials were performed (no rest state, cursor moved as soon as the target was presented): this was
done to ensure quality of common spatial patterns as well as to compare “usual” BCI performance
to asynchronous performance. Cross-validation with LDA classifiers was used on the resulting
CSPs only on training trials.

The subject then performed 80 idle-to-active feedback trial attempts, in 2 blocks of 40 trials
each with cued rest periods (“rest class training”). The cues are given to imagine the one of the
two active classes (Left Hand, Right Hand, or Foot, as is best for that subject) or to relax, for 15
seconds. Afterward the rest class training session the asynchronous control is ready for use, using
control law parameters which are optimized over the data collected during block 1. For further
reference the active classes will be designated as “L” and “R” (left and right movement of the
cursor used in training) and the “rest” class (otherwise known as an idle class) as “X”.

2.2 BCI classification and data processing

In controlling a grasping robot, it is essential that the control be self-paced (the robot move
when intended) and have an idle or rest class (the robot moves only when intended). This is for
reasons of usability as well as safety. For this reason, we have implemented a self-paced idle state
paradigm whose further details can be found in [3]. It introduces adaptive covariance estimation
and a control law to a Mahalanobis distance approach first introduced in [4]. The basic algorithm
depends on the CSP algorithm and semi-automatic frequency filter of the Berlin Brain Computer
Interface described introduced in [5]. The raw EEG is filtered by a spatial (CSP) and temporal
filter combination:

y(z) = W · h(z) · ε(z) (1)

Where ε(z) is the z-transform of the raw EEG signal. The features used for classification are the
first 2 and last 2 elements of y, (corresponding to the 2 most discriminative components for each
class), fed through a moving window of size w (800 ms) upon which the log of the variance is
calculated.

The feature vectors are either passed through a linear discriminant analysis, as is customarily
done (LDA classifier), or an adaptive covariance and mean estimation of the feature vectors is
performed according to an update calculated at the end of each new trial (adaptive Gaussian
classifier). Assuming a labeling function l(k, T ) which assigns every recorded time point to a
desired class k and trial number within that class T , we can define an adaptive estimator containing
an adaptation coefficient α which is adjustable.

µ̂l(k,T+1) = (1−α)µ̂l(k,T ) + αµ(x(l(k, T + 1)))

Σ̂l(k,T+1) = (1−α)Σ̂l(k,T ) + αx(l(k, T + 1))2⊗ −α(1−α)
(
µ̂l(k,T ) − µ̂l(k,T+1)

)2⊗ (2)
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The adaptation parameter is optimized on the rest-class training data and involves the mini-
mization of the average Mahalonobis distance between the data in each new trial to the distribution
estimated on the previous trial, x(l(k, T + 1)). Once the controller operates on unlabeled data
(self-paced) the adaptation ceases. Furthermore in the adaptive Gaussian classifier the mean and
covariance estimates for each of the classes (rest, left, right) are used to transform the feature
vectors into normalized probabilities of class membership:

p(x(t)|class = k) = N(x(t), µ̂l(k,T ), Σ̂l(k,T )) (3)

Pk(t) =
p(x(t)|class = k)pk∑
j p(x(t)|class = k)pj

(4)

Finally these class probabilities are fed into a “control law” which moves the cursor (not
necessarily seen) and has an adjustable parameter z:

ck+1 = ck + dt((PL − PR)(1− P0)− zP0ck) (5)

Finally, the classes L and R are “activated” when the cursor reaches the adjustable thresholds qL
and qR. The cursor begins at zero after every activation of a class or after initialization of the
idle-class classifier. Finally, the ITR is calculated, either from actual trials or through simulation
from recorded data from the confusion matrix of the 3 classes (the probability of activation A
given intended class K) and their respective average (optimal) activation times and optimal prior
class distribution :

pA = PA|KpK ,hA|K = PA|KpK

ITR(A|K) =
∑
−h(pA)− hA|K

tT
KpK

(6)

Where h(x) = −x log2(x). This ITR value can be calculated either for the actual indexing
function used in the rest-classtraining session of on a class of indexing functions which provide
the optimal (in terms of maximally achievable ITR) random sequence of classes and desired mes-
sage durations (determining the probabilities pk and durations tk which are called source code
parameters). Adaptation and control law parameter were optimized for the maximal ITR.

2.3 Eye tracking

In contrast to common applications such as tracking the user’s gaze trajectory over a computer
screen or an image, which requires 2D gaze tracking, identifying the target position in 3D space
requires 3D (stereo) gaze tracking. For this purpose we use two of goggle-mounted cameras which
track both left and right pupil (ViewPoint Eye Tracker, Arrington Research, Scottsdale, AZ). The
three spatial coordinates of the gaze point are parametrized in spherical coordinates as azimuth,
elevation and distance, relative to the origin of the head reference frame. A schematic is shown in
Figure 1. The position and rotation of the head reference frame, as well as other tracked objects
described in this paper were located and tracked in 6 degrees of freedom using an OptiTrack
system with Rigid Body Software (Natural Point, Inc., Cornvallis, OR).

The 3D gaze tracking problem is to map pupil coordinates for left and right eye, which are the
outputs of the eye-tracking cameras, to a 3D point in head space. To learn this mapping, we train
a linear basis function model, y = wT f(x), where the four-dimensional input vector x comprises
the pupil coordinates, x = [xL, xR, yL, yR], y is any of the outputs φ, θ or r, and the basis functions
f(x) of all polynomials up to 2nd order, i. e. f(x) = {1, xL, x

2
L, xLyL, . . . , xR, x

2
R}. To prevent over-

fitting, we assume a Gaussian prior over the weights, leading to quadratic regularization term. The
covariance of the prior is chosen by maximizing model evidence [6]. For parameter learning, 30
gaze points are collected using a target, the position of which is given by the 3D tracking system.
Since in our experience the estimation of target distance r tends to be imprecise, we intersect the
gaze line w.
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Figure 1: Left: Schematic of coordinate systems and position variables. The base coordinate
system (x0, y0, z0) is centered at the base of the robot arm’s shoulder joint. The head tracking
cameras provide acurrent estimate of the head-centered coordinates (xh, yh, zh), while eye track-
ing cameras provide gaze azimuth and elevation angles (φ and θ) and gaze distance r, in head
coordinates. The final gaze position, and its 1 standard deviation estimate, is shown graphically
by the ellipsoid at the end of the gaze vector. Right: Adaptation of covariance and mean estimates
(optimal) for L class (leftmost), R class (middle) and X (right panel). The 1st and 4th components
of the feature vector trajectories are shown. The thin ellipse is the covariance, mean estimation
within the trial, and the thick ellipses are the optimally adapted estimates.

2.4 Robot control

The subjects manipulated objects (standard drinking cups randomly placed on the table) using
a robot arm (Assistive Robotic Manipulator, Exact Dynamics, NL) mounted on a facing table.
The “grab” command is given when the robot is in “home” position, the head position and gaze
vector are stable (within 2 degrees for over 2 s), the gaze distance is less than 1 m, the target
point was within the robot’s workspace and an activation threshold was hit by the BCI command.
The target point was the intersection of the gaze vector with the table (z0 = 0 in Figure 1). We
implemented the action of grabbing a cup standing sitting on the table by moving the robot with
an open gripper 10 cm closer to the subject in the z0 direction than the target point and moving
forward 20 cm while closing the gripper. The cup was brought by the robot to “drinking position”
(near the subject’s mouth) and then placed back upon the table (“place”) upon BCI activation,
with the robot returning to “home” position. The sequence was repeated 20 times. The position of
the mouth is known relative to the glasses (it does not vary considerably from subject to subject).

3 Results

The two subjects had 1D feedback performance of 90 and 68 % respectively. The optimal ITR for
the first subject (49.53) is found in Figure 2. For the second subject it was 6.29 with tk (optimal)
of 2.23, 2.14 and 3.08 – significantly poorer. A graphic representation of the class covariance and
mean estimates and their evolution is found in Figure 1 (right) and further details of idle-state
control design are shown in Figure 2.

The idle-state controller was able to activate the cup grabbing, and the eye tracking was
accurate enough such that the cup was not knocked over in any trial for either subject. Traces of
a sample cup grabbing sequence is shown in Figure 3. Gaze tracking errors (test set validation)
were (φ, θ, r) 0.19◦, 0.74◦, 5.18 cm in Subject 1 and 0.84◦, 0.68◦, 7.46 cm in Subject 2.

4 Discussion

The results shown represent a moderately complex system of interacting components representing
a serious engineering challenge, which can be separated into three components: robot control, eye
tracking and self-paced BCI. The robot control part was the least challenging, at this stage, since
the sequence of commands depends mostly on the detected position of an object on a table, which
was accurate enough.
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Figure 2: Idle-state control. Data is from subject 1. Panels: D) cursor trajectories for each cued
class. Active class cursor trajectories intercept optimized thresholds qL and qR (horizontal lines)
with average intercept times depending on these thresholds (vertical lines). Rest class – thick lines
– trajectories stay within the thresholds. B) and F). Intercept times (* on x-axis) and their fitted
probability distribution (gamma) for the L and R classes. C) Rest class trajectory histogram
and fitted probability distribution function (pdf). A) same probability distribution functions
as in B) and F) the probability distribution function of rest class intercept of threshold p(A =
L,R|K = X) = β exp(−αt), t > t0 fitted from histogram of rest class intercept (false positive rate).
Respective cumulative distribution is also shown. E) optimized control law parameter z, confusion
matrix, ITR with equal message probability, optimal message probabilities and activation times
for each class. The rest class activation time is an optimized time-out parameter.
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Figure 3: Time courses (s) of cup grabbing. Top: BCI cursor c. Highlighted: states above
activation threshold. Middle: Distance of the gaze point from the cup (m). Highlighted: stable
gaze state. Bottom: Distances robot to cup (solid) and cup to head (dashed). Highlighted:
simultaneous activation of BCI and stable gaze.
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The 3D eye tracking problem was most difficult, technically since it requires work with very
noisy and sometimes faulty sensors (outliers are common). The direction of gaze is fairly accurate,
distance is less accurate. However, intercepting gaze at table height is realistic since a single
“workbench” is most likely to be primarily used by a disabled user. It is also equally useful to
reach first to the closest (1 s.d.) point of the “uncertainty” ellipse when sensors are optimally
functional. The asynchronous BCI design is adjustable: moving the cursor thresholds in/out
can make activation faster at the cost of increased false positives. When the subject is BCI
proficient (such as Subject 1) then the control is easy, fast, and failsafe (the same subject has
performed this task in public for several hours). In cases of limited proficiency BCI subjects
(Subject 2) the control becomes more laborious. Brain2Robot itself contains further safeguards
against involuntary activation: the robot will only move when the gaze point is stable (during
fixations) and will not move towards targets outside its workspace (for which the gaze distance
estimation is accurate enough). For BCI illiterate subjects, another input modality can substitute
for BCI. Tetraplegic persons who are not locked in retain residual communication channels (such
as neck, tongue, eye movements, speech, limited, residual control of fingers) by means of which
ITR and ease of use is usually higher than BCI.

This study demonstrates that useful prosthetic control is possible using EEG-BCI. One may
reasonably ask why BCI is necessary when other control modalities may compete in speed and
convenience, depending on the degree of disability. The basic advantage of BCI is that it can offer
a sensation of control over the body which these other information channels cannot, while not
interfering with these residual functions. Of further importance to eventual increase of quality of
life via BCI use in disabled users is reliability and how practical and aesthetic EEG is to set-up
and use daily [7]. For this purpose we have developed a dry-electrode cap which can be set up
and used in a matter of minutes, and found it to function suitably for BCI purposes [8]. Therefore
eventual acceptance of BCI depends on a delicate balance between cost, risk and benefit. We
believe that we have proven the feasibility of striking that balance favorably.

Acknowledgments: This work was supported by the European Commission’s Marie Curie Ex-
cellence Team grant MEXT-CT-2004-014194 “Brain2Robot”
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Abstract

In collaboration with an artist (AH), who created an oeuvre with the brain as central
topic (www.retrogradist.de), we developed a novel application for a brain-computer interface
(BCI) controlled by the P300 event-related potential: instead of letters, numbers, icons, or
internet links, we assigned shape, colour, intensity and other commands to each cell of the
matrix. With arrows a cursor could be moved on the canvas to the desired position. The artist
and a locked-in patient (LEK) with amyotrophic lateral sclerosis (ALS) were able to produce
paintings in the laboratory as well as during an exhibition of the Künstlerbund Tübingen
(artist association). To ensure that the resulting pictures were not just random selection
of figures and shapes, the artist reproduced one of his previously produced paintings. A
development from simplistic to more sophisticated work has already been visible in the artist’s
paintings. As both the artist and the patient performed during an exhibition, a high number of
stimulus repetitions was chosen to guarantee high accuracy, albeit at the cost of speed. Thus,
AH painted at a rate of 2 and LEK of 1.15 selections per minute. The patient was enthusiastic
about the program as it enabled her to communicate creatively and not just with words. The
caveat of the current Brain Painting is the restriction to the matrix allowing the user cursor
positions at predefined positions only. Future development will employ sensorimotor rhythm
based asynchronous BCI for painting. Brain Painting will also be further tested with patients
to assess whether it may constitute a useful application for entertainment.

1 Introduction

Brain-computer interfaces have extensively demonstrated their potential of providing a means
for communication and control for people with severe motor impairment, such as patients with
amyotrophic lateral sclerosis (ALS), high spinal cord injury, or brain stem stroke [1, 2]. ALS
is a progressive neurodegenerative disease of the central nervous system which mainly, but not
exclusively, affects the 1. and 2. motoneurons leading to severe motor paralysis which also affects
speech. With the progressive loss of the ability to speak, devices for assistant communication
become more and more important for quality of life (QoL). When patients at the beginning of the
disease are asked for their most important domains for QoL, communication is hardly ever men-
tioned. However, as the disease progresses, patients start to list communication as an important
factor contributing to QoL – a phenomenon known as response shifts [3]. On average, patients
die 3 to 5 years after diagnosis from respiratory failure unless they chose artificial ventilation. If
artificial ventilation is provided, the disease may progress to the locked-in state (LIS) in which
only residual muscular movement is possible.

Several components of the electroencephalogram (EEG) such as slow cortical potentials, sen-
sorimotor rhythms, or event-related potentials (e.g., P300) were used for brain-computer interface
(BCI) control. By means of regulation of slow cortical potentials, patients with ALS in almost all
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stages of the disease could communicate messages of considerable length using a language support
program [4, 5]. The P300-BCI takes advantage of the brain’s reaction to visual, auditory, or tactile
presentation of rare (target) stimuli in a stream of standard stimuli [6], and is typically recorded
over central-parietal scalp locations [7]. Already in 1988 Farwell and Donchin showed that the
P300 could be used to select letters from a matrix with a BCI [8]. The advantages of the P300-BCI
are (1) that no feedback learning is required (as with BCI depending on the regulation of a specific
component of the EEG) and (2) that it has already been shown that people with ALS can operate
the P300-BCI with high an accuracy. A disadvantage is that it requires a component of the EEG
that is elicited by external stimulation and if no classifiable response to stimulation is detected,
the potential BCI user cannot be trained to produce this response and thus, is excluded from using
the P300-BCI. ALS-patients, some of them in the locked-in state, were able to communicate with
the P300-BCI and up to 10 letters per minute could be selected [9]. Recently, an internet browser
was realized for the P300-BCI and is currently under investigation for its feasibility in locked-in
patients ([10] and unpublished data). In an effort to go further beyond plain communication with
a BCI, to offer users a greater variety of options, and inspired by AH, we developed a P300 matrix
suitable for painting; we refer to this endeavour as Brain Painting. The aims of the current study
were to assess (1) the general feasibility of Brain Painting, (2) a patient’s satisfaction with the
application (important for BCI users), and (3) whether Brain Painting would be suitable and
manageable at art exhibitions (important for the artist).

2 Methods

2.1 Hardware, software and participants

The EEG of the user was recorded with a g.USBamp amplifier (g.tec, Graz, Austria) sampled
at 256 Hz using a 16 channel subset of the 10–20 system (Highpass: 0.1 Hz, Lowpass: 60 Hz,
Notchfilter: 50 Hz). The left mastoid (A1) electrode served as ground and the right mastoid (A2)
as reference. BCI2000 was used to present the stimuli, record, and classify the signals [11].

Two users participated in this pilot study. (1) The artist (AH), male, 59 and (2) a woman
(LEK), 51, diagnosed with the sporadic and spinal form of ALS in 2004. At the time LEK was
provided with Brain Painting, toward the end of 2007, she was artificially ventilated and fed. With
residual hand movement she controlled a device for assistant communication and she had control
over facial muscles, but no speech.

2.2 The Brain Painting matrix

Painting commands were presented to the user in an 8×6 matrix (Figure 1). Commands comprised
colours, colour intensities, figures, shapes, brush size, “canvas” resolution, zooming function, undo-
redo, cursor directions, unsharp masking filter and stop function (Figure 1). The commands
associated with each symbol in the matrix were sent to the painting application via an UDP
socket connection. Each row and column was intensified in random order. Throughout one trial
the participant had to focus attention on one of the 48 cells of the matrix. The random sequence
of six row and eight column flashes constitutes an oddball paradigm. The rare target, i. e. the
intensification of the row and column containing the desired command, elicits the P300 component
of the ERP. Each flashing of row or column lasted 62.5 ms and the interstimulus interval (ISI) was
125 ms for LEK and 62.5 ms for AH (he wished to have such short an ISI). One sequence consisting
of 6 row and 8 column flashes with ISI lasted 39.38 s for LEK and 17.5 s for AH. One trial (i. e.,
one selection of the matrix) consisted of 15 sequences for LEK and of 10 for AH. The inter trial
interval was 12.5 s to allow both users enough time to regard the selection and to decide what to
select next. Thus, time for selection of a command was 51.87 s for LEK and 30 s for AH.
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Figure 1: Left: The 8 × 6 Brain Painting matrix. The parameters of the brush such as form,
size and opacity have to be chosen, and thereafter, an arbitrary number of these shapes can be
placed on the canvas by selecting the desired colour (cells with gray background correspond to
red, magenta, blue, green, yellow and black). Thus the colour is the function which places the
desired element on the “canvas”. Right: A visitor hooked up to the Brain Painting BCI during
the exhibition (right) in the gallery of the Künstlerbund Tübingen (artist association).

2.3 Data analysis

We used the stepwise linear discriminant analysis method (SWLDA) for classification and weight
generation [8]. The method, an extension of the Fisher’s Linear Discriminant (FLD), is well
established as a successful classification method for EEG data in general, and more recently for
BCI data, for which rapid classification is essential. Previous studies of classification methods have
demonstrated that SWLDA provides good overall performance in classifying the visually evoked
P300 [9, 12]. The algorithm seeks an optimal discriminant function by adding spatiotemporal
features (amplitude values from particular channel locations and time samples) to a linear equation.
A combination of forward and backward stepwise analysis was used [13].

The input features were weighted using least-squares regression to predict the stimulus type
(target or standard). Initially the discriminant function does not contain any features. In each
following step, the algorithm evaluates every input feature, determines the statistically most sig-
nificant single feature having a p-value < 0.1 and adds it to the discriminant function. Each new
entry is then followed by a backward stepwise analysis to remove any features that no longer meet
the predetermined criterion to remain in the discriminant function (a p-value > 0.15 was used in
this study). This procedure eliminates features which no longer account for a significant amount
of unique variance after additional features have entered the model. The process is repeated until
no features satisfy the criteria for entering in or being removed from the model, or both, or until
the discriminant function contains a pre-defined number of features, 60 in the present study [14].

For each of the recorded channels, 800 ms data segments were extracted and averaged after
each presentation of stimuli. A moving average filter was then applied to the segments which were
further decimated with a factor of 20. The feature vector which resulted from concatenating the
data segments was then used to train the classifier. The classification coefficients, derived using
the stepwise discriminant function, were then applied to the averaged values of the data at critical
time points as selected by the algorithm [14].

3 Results

Both users were able to select commands from the matrix and to produce paintings (Figure 2).
AH selected 2 and LEK 1.15 commands per minute. To ensure that the produced paintings
were not just the result of random selection, the artist exactly reproduced one of his paintings.
Additionally, the manner of how the “objects” are shaped and placed on the canvas is clearly not
random (Figures 2 and 3).

As AH continued painting during the exhibition and at home, a development toward more
ambitious and sophisticated paintings could be seen in his work and he made use of the “zooming
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Figure 2: Left: One of the early paintings produced by AH during the exhibition in the gallery of
the Künstlerbund Tübingen. Right: Painting produced by LEK (blue and violett are her favourite
colours).

Figure 3: Left: a Brain Painting from AH several months later. Right: by using the “zooming in”
option, the user is able to paint details within a cell of the matrix.

in” option (Figure 3).
Peak amplitudes, yielding highest r2, and latencies were 2.6 µV and 207.03 ms (AH) and 2.7 µV

and 500 ms (LEK) (Figure 3). The r2 is the proportion of the total variance of the amplitude of
the event-related potential that was accounted for by the targeted matrix cell. These data were
derived from a pre-painting screening session.

4 Discussion

The Brain Painting matrix reliably elicited the P300 of the ERP albeit earlier as typically seen
in simple oddball paradigms. A selection rate of 2 options per minute may appear rather low.
However, we chose such high a number of stimulations, because we wished to ensure high accuracy,
albeit at the cost of speed. Selection accuracies of more than 90 % can be achieved in healthy
users and in some patients with 5 to 7 sequences only ([9] and unpublished data). However, it has
to be taken into account, that usually BCI sessions are conducted in an EEG laboratory shielded
from noise or at the patients’ home. Although at a patient’s home there are sources of distraction,
such as the phone or caregivers, this environment is not comparable to a public location such as
an art gallery with people watching the performance while talking. For this reason we chose a
high repetition of sequences and both users agreed to give accuracy priority over speed.

Both, the artist and the ALS-patient expressed their satisfaction with the new application.
LEK reported that she tremendously enjoyed the opportunity to express herself, albeit with re-
straints imposed by the matrix, over and beyond pure verbal communication. During the 6 weeks
of the exhibition, she came to the gallery every Thursday afternoon to work on her painting. This
implied a high level of compliance as organising trips to downtown Tübingen constituted a major
effort for LEK in the locked-in state.
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Figure 4: Left column AH, right column LEK. Top: r2 topographies at 207 ms for AH and 500 ms
for LEK. Both users showed highest r2 in central-parietal areas which is in line with the expected
location of the P300. Middle: Average across target (solid line; 7.560 for AH and 13.500 for LEK)
and non-target (dashed line; 1260 for AH and 2250 for LEK) stimuli. In AH the stimulation
frequency of around 6 Hz can be clearly seen in the average across non-target stimuli. Bottom: r2

as a function of time.

5 Conclusion

With Brain Painting we successfully introduced a new application for BCI. The caveat of the
current version of Brain Painting is the restriction to the 8×6 matrix for positioning of the cursor.
To overcome these restrictions, Brain Painting will be further developed to be used with BCI
allowing the user asynchronous and rapid cursor control [15, 16]. In further studies it has to be
investigated whether Brain Painting constitutes an application for entertainment in patients with
motor paralysis.

Acknowledgments: The contribution of Dirk Franz to programming of the painting matrix is
gratefully acknowledged. This work was supported by g-tec, Graz, Austria.

References
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Abstract
Present-day non-invasive Brain Computer Interfaces (BCI) determine the intent of the

user from a variety of different electrophysiological signals. P300 potentials recorded from
the scalp are one example of signals can be used to determine the subject’s intent. In the
present study, we investigate the influence of different stimulus modalities (visual, tactile, and
auditory) during sessions of P300-based BCI. In all the subjects (n = 8), on-line classifica-
tion displayed the highest accuracy of target selection (93%) using visual stimulus modality
when compared to the audio (70%) and tactile (68%) stimulus modalities . When observed
under different modalities of stimulation, the elicitation of P300 was found to be affected by
the type of stimulus modality used. This suggests that it is not possible to generalize the
feature classification of a single subject for various stimulation modalities using a single set of
parameters. Identifying the elements necessary for the successful implementation of various
P300 stimulation modalities will facilitate the integration of P300-based BCI with domotic
appliances, and will offer the opportunity to boost the translation of BCI research from the
laboratory to a clinical context.

1 Introduction
The P300 event-related brain potential is a positive endogenous potential which occurs over the
parietal scalp region when infrequent or particularly significant stimuli are interspersed with fre-
quent or routine stimuli [1]. Because of its stability and reproducibility, the P300 has been proposed
as a control signal for brain computer interface (BCI) systems [2].

Indeed, P300-based BCIs have the apparent advantage of requiring no initial user training.
P300 is a typical, or naive, response to the presentation of a desired choice. However, P300
potential can vary according to the type of stimulation utilized to evoke it [Fabiani1987]. In this
study, different modalities of stimulation were used to elicit the P300 response. These modalities
were then further explored within a P300-based BCI system, and their impact on the on-line
classification of performance was estimated. The ultimate goal will be to exploit this experimental
paradigm tocontrol domotic appliances via BCIs [3].

2 Material and methods
Eight subjects (23–37 years, 3 males, 5 female) with no previous experience controlling BCIs, par-
ticipated in the study. Visual acuity was normal or corrected to normal in all subjects. One subject
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was color blind. Scalp EEG data (61 channel EEG system; Brain Products, Germany; sampling
rate 250Hz) was acquired from each subject during BCI sessions operated by the BCI2000 soft-
ware [4]. Data was stored for offline analysis. An external program was implemented to integrate
the BCI2000 framework with a tactor hardware system (C-2 Tactors; Engineering Acoustics, Inc,
WinterPark, USA) to deliver vibrotactile stimuli to the subject. Each participant underwent five
30 minute recording sessions. Each session consisted of four runs of 6 minutes each, during which
a given stimulation modality was used. Runs consisted of 8 trials. Trials were separated into three
phases, presentation of target phase, stimulation phase, and presentation of result phase. During
the presentation phase, the target was presented to the subject. During the stimulation phase,
the subject was required to mentally count the occurance of the target stimuli (target stimuli
were, interspersed with nontarget stimuli and each stimulus occurred 15 times). The stimulation
duration (192ms), interstimulus interval (ISI, 160ms) and number of stimulations were constant
across stimulation modalities. The presentation of result phase reported the subject’s selection
to the subject. Performance accuracy was assessed by calculating the percent of trials in which
the target presented to the subject during the presentation of target phase corresponded with the
subject’s selection. Experimentation progressed in four sessions, one for each modality: classic
oddball1, visual, auditory,tactile stimuli. A fifth session consisted of 4 runs, one for each stimulus
modality during which the best extracted control features found in the previous four sessions were
used asses performance with each modality

The modalities were implemented in the following ways, During the visual stimulus modality,
subjects were provided with 8 different images showing one black circle surrounded by one small
red circle. The red circle could occupy 8 different target positions. The auditory stimulation was
delivered by using 8 different stimuli, (‘do’, ‘re’, ‘mi’, ‘fa’, ‘sol’, ‘la’, ‘si’ and ‘ut’; pronounced at
the same tone height). The tactile stimulation was provided by means of eight tactors positioned
on different sites of the hands and wrists (frequency of stimulation was tuned on a narrow carrier
band of about 250Hz). As a control condition, a “classic oddball” task was designed in which a
commonly occurring, non-target stimulus (the presentation of a red circle) was interspersed with
an uncommon target stimulus,a(the presentation of a blue square) . The best control features for
each modality were extracted from the EEG data acquired during the first 4 sessions by using
off-line step-wise linear discriminate analysis (SWLDA). The control feature is modeled using half
of the data set (2 runs) to create a model of the control feature. This model is cross-validated by
comparison to the remaining two runs. The resulting model is composed of 60 different features.
Each feature is composed of one channel, its latency and its weight.

3 Results
As shown in Figure 1, the performance of the online classification reached the highest accuracy
in all subjects when using the visual modality (93% on average) when compared to the auditory
and tactile stimulation modalities (which yielded correct classification percentages of 70% and
68% respectively). Similarly, the r2 computed for the 3 types of stimulation (visual, auditory and
tactile) yielded higher values for the visual modality than those observed for the auditory and
tactile modalities (Figure 2). The analysis of the characteristics of the P300 elicited under the 3
different stimulus conditions revealed that the latency of the principal P300 (P3a subcomponent)
component was increased (600ms peak after stimulus, Figure 3) with auditory and tactile stim-
uli when compared to the visual stimulation (400ms peak after stimulus). No evident changes
were observed in the topography of the P300 principal component evoked with different stimulus
modalities Figure 4.

1The classic oddball task described refers to the definition presented in the literature where only two different
stimuli are presented. While all stimulation elicited P300 due to the presence of oddball events, in the case of
the classic oddball trial, the novelty of the stimuli was imposed by the presentation system and not on the users
decision to focus on a particular target.
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Figure 1: Histogram showing the averaged values from n = 15 trials of on-line classification
performance (in percentage) obtained for each stimulus modality (fifth session).

Figure 2: Histogram of the r2 mean values obtained for all subjects during each stimulus modality.
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Figure 3: Plots of the time courses of P300 amplitude and r2 values for different modalities in a
representative subject. In this figure the channel with the maximum r2 value in each modality is
plotted.
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Figure 4: Topographical distributions of max r2 values in a representative subject for each modal-
ity.

Figure 5: Prototype setup in which a P300-BCI control signal is utilized to control domotic
appliances

4 Discussion
These preliminary findings suggest that different types of stimulation can be of effectively utilizedin
a P300-based BCI application. The increase in P300 latency observed with auditory and tactile
stimulation can presumably be related to the less intuitive nature of these modalities (ease of
target recognition) when compared to what occurs during visual presentation of the target. The
identification of P300 characteristic modification as function of the stimulus modality indicates
that tuning of the control parameters is required for a P300-based BCI application to employ
diverse modalities effectively. Future lines of research will be directed towards the exploitation of
this BCI control signal in a prototype of BCI controlled domotic appliances (Figure 5). At first, we
will consider the P300 classical paradigm based on visual feedback modalities (Figure 5) in order
to take advantage of the reliability of the visual feedback that favors large scale experimentation.
Subsequently, the opportunity to train subjects in a “real” domotic environment controlled by the
BCI system prototype will better determine if and how different stimulation modalities can be
implemented to elicit P300 (feedback) that will positively affect subject training and performance.
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5 Conclusion
The P300 can function as an efficient BCI control signal. The integration of P300-based BCIs
with domotic appliances will offer the opportunity to boost the translation of BCI research from
the laboratory to a clinical context.
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Abstract

This paper describes the results of an evaluation of a self-paced brain-computer interface
(BCI) application conducted with 21 näıve subjects. We studied both performances and
preferences of subjects placed voluntarily in a challenging situation: first-time session, no
human learning, no machine learning of the mental state to be detected, “out of the lab”,
use of a single EEG channel. The application consisted of an entertaining interaction with a
virtual world inspired by the famous “Star Wars” movie. Subjects were asked to control the
take-off and height of a virtual spaceship by using their motor-related brain activity. Results
showed that, without training, roughly half of the subjects were able to control the application
by using real foot movements and a quarter were able to control it by using imagined foot
movements. Taken together, the results of subjective questionnaires stressed the importance
of mental strategies and the need to provide subjects with a continuous and complete visual
feedback, even when the non-control state is detected. In addition, the whole application
appeared as enjoyable and motivating for the subjects.

1 Introduction

A lot of brain-computer interfaces (BCI) studies are conducted inside laboratories, in highly con-
trolled conditions, and with a relatively small number of subjects trained over a number of sessions
which may be large. Furthermore, most current studies are focused on the BCI performances and
not on the subjects’ preferences. A notable exception is the work of Guger et al. which has evalu-
ated a BCI with 99 näıve subjects during an exposition [1]. This work focused on the performances
of subjects who had to control a synchronous, 2-class BCI based on 2 bipolar EEG channels and a
trained classifier. Subjects were asked to imagine movements of their right-hand or their feet and
were provided with a simple 2D visual feedback. Their results showed that 93 % of the subjects
were able to reach an accuracy equal or greater than 60 %.

In this paper, we study both the performances and the preferences of 21 näıve subjects during
an exhibition. These subjects used a self-paced (asynchronous) BCI, based on a single EEG
channel, which does not use machine learning of the mental state to be detected. The subjects
could interact with an entertaining virtual reality application inspired from the Star Wars movie.

2 Method

2.1 The BCI system

We have designed a simple self-paced BCI system based on real or imagined foot movements. This
BCI is based on a single EEG channel, located at position Cz and aims at detecting a beta event-
related synchronisation (ERS), appearing posterior to the real or imagined foot movement [2]. To
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this end, the EEG signal is first band-pass filtered in the 3–45 Hz band. Then, a band power (BP)
feature [2] is extracted in the Beta band (16–24 Hz) for the last second of data. This feature is
extracted every 100 ms and the last four consecutive features are averaged (with a moving average)
in order to produce a smooth control signal (CS).

To detect the beta ERS, and hence, the foot movement, we used a simple threshold Th. If
the computed CS was higher than this threshold Th, a foot movement was detected (intentional
control state) and a command was sent to the application. If the CS was lower than the threshold
Th, the non-control state was detected and no command was sent to the application. The value
of Th was simply determined according to the mean µ and standard deviation σ of a CS epoch
obtained while the subject was relaxed, according to Equation 1.

Th = µ+ 3σ (1)

2.2 The Virtual Reality application: “Use the force!”

We have developed an entertaining Virtual Reality (VR) application, as Leeb et al. have shown
that VR can increase the motivation and interest of subjects during BCI experiments [3]. Our
virtual environment corresponds to a “Star Wars” space vessel, in which the subject could see
a virtual spaceship (a Tie-Fighter) and a static character (Darth Vader) (see Figure 1). The
purpose of the application was to lift the Tie-Fighter up by using the BCI. This task established
an analogy between the use of the BCI and the use of “the force” in the Star Wars movie. As
such, the application was named “Use the force!”. More precisely, the Tie-Fighter was lifted up
when the VR application received the corresponding command from the BCI. The Tie-Fighter
was lifted up at a speed proportional to the value of the CS. When no command was received, the
Tie-Fighter went down.

The VR application was developed with the OpenMASK VR platform [4] and the BCI was de-
veloped with the OpenViBE BCI platform1. The VR application and the BCI system were easily
connected using the VRPN protocol, thanks to the dedicated modules of OpenViBE.

2.3 The experiment

Subjects participated in an experiment which lasted about 45 minutes. This experiment was
divided into seven succesive steps:

Electrode montage: Only three electrodes were used: a ground electrode (located on the
forehead), a reference electrode (located on the nose) and the Cz electrode. Electrode Cz was
fixed using an adhesive paste instead of a cap, for a faster setup.

Signal visualization: Subjects were shown their EEG signal recorded at Cz (band-pass
filtered in 3–45 Hz) while they were clenching their teeth or blinking. This aimed at showing them
the need to be as relaxed as possible during the experiment and the need to avoid blinking. During
the next steps, subjects were regularly reminded to stay as relaxed as possible.

Baseline: During this step, subjects were asked to stay relaxed. Once they were relaxed, 20
seconds of EEG signal were recorded and converted into a CS which was used to compute Th
using Equation 1.

Free time: During this step, the subject could interact freely with the VR application by
using real foot movements. When the BCI detected a beta ERS, the Tie-Fighter was lifted
up. Alternatively, the CS was shown to the subject so that he could see the impacts of real foot
movements on the beta power. This step aimed at making the subject familiar with the application
and with the task. If the user seemed unable to lift the spaceship, the baseline step was performed
again, in order to obtain a new Threshold Th. Then, the next steps followed.

Real movement game: During this game, subjects had to lift the Tie-Fighter up, by perform-
ing real foot movements during specific periods instructed by the application. These instructions

1www.irisa.fr/bunraku/OpenViBE
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Figure 1: Temporal structure of a trial of the VR game.

are used to evaluate the system but are not used by the BCI for classifying the input data. Actu-
ally, the user can lift the Tie-Fighter up at any time and all the game long, independantly from
the instructions. In other words, we used a “paced test environment” to evaluate this self-paced
BCI [5]. The game was composed of 10 trials. Each trial lasted 10 s, and was divided in three
phases (see Figure 1): 1) A resting phase lasting 4 seconds during which no specific task was given
to the subject. 2) A “move” phase, lasting 3 seconds, during which the subject was instructed to
perform real foot movements. The instruction was given using a green text “move” appearing on
the screen. 3) A “stop” phase lasting 3 seconds, during which the subject was instructed to stop
performing the movement in order to lift the Tie-Fighter up. The instruction was given using a
red text “stop moving” appearing on the screen. If the subject managed to lift the Tie-Fighter
up during this third phase, his score was increased and displayed using a yellow gauge located on
the left corner down the screen.

Imagined movement game: This game was identical to the previous one except that sub-
jects were instructed to perform imagined foot movements instead of real foot movements. We
instructed subjects to perform kinaesthetic motor imagery rather than visual motor imagery.

Questionnaire: After the experiment, subjects were asked to fill out a questionnaire.

3 Results

The experiments took place during the Laval Virtual 2008 VR exhibition, on a booth. As such, the
environment was a noisy environment with persons moving and talking around. 21 näıve subjects
(mean age: 33.48± 9.14), 18 males and 3 females, participated voluntarily to the experiment. No
selection was performed and all volunteers were accepted. All subjects gave their written informed
consent before the experiment.

3.1 Subjects’ performances

We assessed the subjects’ performances by computing the number of True Positives (TP) and
False Positives (FP) they obtained during the games [5]. We counted a single TP when the CS
value became higher than the threshold Th once or more times during the “stop moving” phase
(see section 2.3). We counted a single FP when the CS value became higher than the threshold Th
once or more times during the “move” phase, during which a beta event-related desynchronisation
(ERD) should be observed and not a beta ERS. What happened during the resting phase was not
taken into account in the performance analysis. From the FP and TP, we computed the Hit-False
(HF) difference, which corresponds to the number of TP minus the number of FP [5]. Performances
obtained by subjects are summarized in Figure 2, under the form of absolute frequency diagrams
for TP and HF difference. They show the number of subjects who obtained a given performance,
for real and imagined movement games separately.

These diagrams shows that about half of the subjects (12 subjects out of 21) reached an HF
difference ≥ 3 using real movements, and that about a quarter (5 subjects out of 21) reached an
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Figure 2: Absolute frequency diagrams for TP and HF difference, for real or imagined movements.

Question Answer for Answer for
real movements imagined movements

1 – Did you get tired because of the experiment? 1.76± 1.04 2.05± 1.40
(1: not tired at all, 7: very tired)
2 – Did you find the experiment comfortable? 5.10± 1.26 5.29± 1.23
(1: not comfortable at all, 7: very comfortable)
3 – Did you feel that you could control the spaceship
(that is that you could lift it voluntarily?) 3.95± 1.80 2.81± 1.86
(1: you didn’t feel you could control it at all,
7: you controlled it perfectly)
4 – Did you feel frustration or annoyance during the
experiment? (1: no frustration or annoyance, 2.33± 1.56 3.29± 1.65
7: a lot of frustration and annoyance)

Table 1: Average marks given by the subjects in the questionnaire, for the two conditions.

HF difference ≥ 3 using imagined movements. According to simulations performed as described
in [6], a system which reached an HF difference ≥ 3 with 10 trials per class, is better than a
randomly performing system (one-tailed test) with a probability of type I error ≤ 0.054. This
suggests that, roughly half of the subjects had at least a small control over the Tie-Fighter using
real movements and that a quarter had at least a small control using imagined movements. The
mean HF difference was 3.14± 2.24 for real movements and 1.33± 2.03 for imagined movements
while the mean TP was 4.95± 2.18 for real movements and 2.67± 2.08 for imagined movements.
These results may appear as modest but one should consider the fact that subjects were naive and
untrained and that a very simple BCI design was used. Actually, we used a single EEG channel,
placed at a standard location (i. e., a non-optimized location) and we used a single feature, based
on a standard frequency band (i. e., a non-optimized frequency band), with a simple threshold.
In future works, it would be interesting to study subjects’ performances while using different
frequency bands and electrode locations.

3.2 Subjective questionnaires

3.2.1 Quantitative data

Subjects were asked to grade questions by giving a mark between 1 and 7. Table 1 displays the
average marks given by the subjects for the two conditions (real movement game and imagined
movement game) according to various criteria.

Our results first showed that the experiments did not seem tiring for the subjects. The ex-
periments with imagined movements seemed however more tiring than that with real movements.
However, this difference is not statistically significant (Wilcoxon test W = −28, p > 0.1). Despite
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the use of pastes to fix the electrodes, subjects found the experiment comfortable (global mean for
question 2: 5.19±1.23). According to oral discussions with subjects, it seemed that their curiosity
and will to test a BCI was stronger than their apprehension to have gel in their hair.

Concerning the control, it seems that subjects felt to have an average control over the space-
ship using real movements whereas they felt to have a lower control using imagined movements.
As expected, subjects had significantly more trouble controlling the spaceship using imagined
movement than using real movements (W = 79, p < 0.01). Globally, subjects were able to assess
properly their performances, as the marks they gave for question 3, related to their feeling of con-
trol, are significantly correlated with the HF differences obtained (Spearman correlation rs = 0.63,
p < 0.00001). Concerning only imagined movement games, the marks given by subjects to ques-
tion 3 are significantly correlated with both the HF difference and the TP rate they obtained
(p < 0.05). Interestingly enough, this correlation is slightly higher between the marks and the TP
rate (rs = 0.56, p < 0.01) than between the marks and the HF difference (rs = 0.51, p < 0.05).
This is not the case for real movement games for which there is no correlation between the marks
and the TP obtained (rs = 0.31, p > 0.05). This might suggest that for a difficult task such as
lifting the spaceship using imagined movements, subjects paid more attention to the fact that the
spaceship went up when it should have (TP) than when it should not have (FP).

Finally, questionnaire answers showed that subjects found real movement games not really
frustrating or annoying whereas imagined movement games where more frustrating and annoying.
The difference between the two conditions is significant (W = −64, p < 0.05). This frustration
might be due to the inscreased difficulty to lift the spaceship with imagined movement. However
and surprisingly, there is no correlation between the frustration felt by subjects during the imagined
movement games and their performance, i. e., the HF difference they obtained, (rs = −0.11,
p > 0.05) nor between the frustration felt and the subject impression of control (rs = 0.26,
p > 0.05). One explanation could be related to the absence or lack of visual feedback. Indeed,
during imagined movement games, subjects had generally fewer feedback as the spaceship was
lifted up less often or it was lifted up less high and stayed in the air a shorter time. This may
suggest that less feedback leads to more frustration, whatever the performance. This seemed to
be confirmed by oral discussions with subjects.

3.2.2 Qualitative data

Thanks to the use of open questions, the questionnaire enabled us to investigate which kinds of
imagined movements the subjects performed, as well as to obtain their remarks and comments
concerning the application itself.

Regarding the kinds of movement imagined by the subjects, it is interesting to note that a
large variety of strategies where employed. For instance, subjects reported that they imagined
themselves swimming, running, taping their feet, braking and accelerating, walking or using stairs.
7 subjects reported they imagined the same foot movement that the one they did in the real
movement game, whereas 10 reported they imagined a different movement. On average, subjects
for whom the real and imagined movements were the same obtained better results (mean HF =
3 ± 2.67) than the others (mean HF = 0.8 ± 1.75). However, this difference is not statistically
significant (Mann-Whitney test U7,10 = 20, p = 0.16), but it would be interesting to study this
point further in the future, by using a dedicated experiment. Interestingly, 13 subjects reported
they used a single strategy during the experiments whereas 7 reported they used several strategies.
However, there is no difference between these two groups in terms of performances (U13,7 = 41,
p = 0.75).

Concerning the free remarks of subjects, it is interesting to note that 3 subjects complained
about the difficulty to concentrate considering the environment they were in, i. e., an exhibition.
They would have prefered to be in a more isolated place. Most subjects reported that they found
the application and the interface well designed, enjoyable and motivating. These remarks are
in line with previous studies that showed that VR could increase the motivation of subjects for
BCI [3]. Finally, another valuable comment made by 2 subjects concerned the frustration they
felt due to the absence or lack of feedback when they did not succeed to lift the spaceship. They
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suggested that an additional or more complete feedback could be used in order to give them more
information and, possibly, improve their learning.

4 Discussion and conclusion

This paper described the results of an evaluation of a self-paced BCI application conducted with
21 näıve subjects. We studied both performances and preferences of subjects placed voluntarily in
a challenging situation: first-time session, no human learning, no machine learning of the mental
state to be detected, “out of the lab”, use of a single EEG channel. Subjects interacted with an
entertaining Virtual Reality application and were asked to control the take-off and height of a
virtual spaceship by using real or imagined movements. Results showed that, without training,
roughly half of the subjects were able to control the application by using real foot movements,
and a quarter were able to control it by using imagined foot movements.

Taken together, the results of the subjective questionnaire stressed the importance of the mental
strategies and the visual feedback. More precisely, results suggested that a lack or an absence of
feedback during the detection of the non-control state could lead to an increased frustration for
the subjects. Thus, when designing a self-paced BCI, we recommend to provide subjects with a
continuous feedback, and to provide feedback (possibly a different one) even when the non-control
state is detected. For instance, we could imagine a feedback indicating the subject how close he is
from the intentional control state. This may be likely to reduce the subject frustration, to improve
his motivation and possibly accelerate his learning.
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Abstract

This work aimed at providing a set of tools for the development of home Brain Computer
Interfaces based on a low cost acquisition and processing device which could be used by
both the end-user in their domestic activities and by the researcher in order to develop new
protocols and algorithms and all the software modules necessary to ease the interfacing of the
system to external devices (e. g. Home automation systems). The framework was validated
by setting up a BCI system based on the SSVEP protocol. Six subjects out of ten healthy
users were able to use the system in a home automation and in a gaming application.

1 Introduction

A Brain Computer Interface (BCI) is a man machine interface which allows to establish a new
communication channel between the brain and the computer. This technology could be used in
order to restore or to supersede lost body functions and it could potentially represent a substantial
improvement to the quality of life of disabled people. In the last years many efforts were produced
in order to demonstrated the applicability of the brain computer interface to daily life by moving
the BCI systems from a controlled laboratory environment to a more complex context like a
domestic one. During this “out-of-lab transfer” procedure many technological, man machine
interaction, signal modification and financial problems must be faced; the aim of this work is that
of contributing at reducing the burden of those activity by providing a set of tools studied to ease
the development of novel BCI systems or the porting of existing systems. When compared to other
existing tools, the main difference in our approach is the final goal of considering the acquisition
device like a common personal computer peripheral thus the device should perform both signal
acquisition and signal processing.

2 Materials and methods

The proposed methodological approach for the development of a domestic BCI is here presented
step by step:

• Data-set recording

• Offline algorithm prototyping in Matlab

• Online test

• Identification of the possible user-specific customization

• High level profiling of the most important blocks (memory, execution time)

• Optimization of the algorithm and the protocol

379

4th Int. BCI Workshop & Training Course 2008



 

 

 

• Porting into a lower level language

• Execution by the ARM7 CPU of the EEG device

• User interface customization

The framework provides both the final device and all the intermediate tools necessary for
the setup of the protocol and the algorithms following the depicted development approach. The
framework is composed of:

• A low cost acquisition unit

• A mathematical C library (C4M)

• A dynamic mathematical engine (C4MEngine)

• An hardware interface module

• A graphic user interface (AEnima)

• A home automation system interface

The signal acquisition is performed using Kimera II, a low cost Bluetooth EEG unit composed of
an EEG amplifier and a digital acquisition and elaboration unit. The EEG amplifier was developed
in the laboratory implementing a patented topology for the signal conditioning. Thought being
3.3 V battery powered, the device is robust against artefacts and out-of-band noise thanks to
the adopted novel circuitry which provides a fast recovery from saturation and enhanced dynamic
reserve [1]. The signal acquisition module was specifically designed and produced by SxT – Sistemi
per Telemedicina s.r.l. (Lecco, Italy), it features a real time operating system (RTOS) and a
specifically designed firmware. The system was controlled by an ARM7 32 bit microcontroller
which accomplishes the following tasks:

• Analog to digital conversion using an external 8-channel ADC

• Local data storage on a micro-SD card in a PC compatible format (FAT16)

• Communication with the PC or a PDA by an onboard Bluetooth module (SPP profile)

• Onboard data processing using a specifically designed mathematical library written in C
language

The connection with the acquisition unit and, in the early stages of the development, the signal
processing is performed by the Hardware Interface Module (HIM): a software designed in order to
assist the researcher during the prototyping of a new BCI system. It provides a solid structure for
the acquisition, storage and visualization of the signal, for the communication with the BCI user
interface and for the real-time execution of algorithm both in C and Matlab environment. This
software was written in C++ language using the cross-platform wxWidgets library. The source
code was structured in order to promote application specific customization using hereditary and
polymorphism techniques. The basic version supports several kind of instruments; some are real,
other are virtual and are useful for debug and simulation purposes. They are:

• Kimera version II and I

• g.tec g.Mobilab;

• An ideal signal generator

• An instrument simulator which load previously recorded signal from a file and play it ad the
same sample frequency

• An interactive file player which can load pieces of dataset depending on the operator’s needs
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Figure 1: Structure of the AEnima module.

It is possible to add a new instrument by deriving a specific class from the basic Instrument
class: for example, in four hours it was possible to enable the HIM with the g.Mobilab instru-
ment (g.tec, Graz, Austria). The HIM also provides a basic algorithm class which handles all
the operation related to data buffer management, performance monitoring and, if necessary, the
communication with Matlab. In order to test a new algorithm the researcher only have to focus
on writing the specific code, in C or Matlab language according to his need and the HIM will
manage all the other issues. In order to simplify the problem of porting BCI algorithms to differ-
ent platforms, especially those not supporting Matlab based development, the C4M Mathematical
library was developed. The C4M library is a powerful tool for the efficient porting of generic
algorithms on single chip embedded system, which have limited performances in terms of speed
and memory resources, when compared with those available in a standard PC. This library was
already described in other works [2]. A mathematical engine provides a command line high level
language which allow the test of new functions directly on the final hardware device: using a
terminal software and a serial port it is possible to use the a standard personal computer in order
to interact with the mathematical engine running on the device in a manner which is similar to a
simplified Matlab version.

The graphical user interface module, AEnima is an independent application and was written
using a multi-platform and multi-API based graphical engine in order to provide a more realistic
and challenging experience to the user. A TCP/IP socket based layer managed the communi-
cation with the hardware interface module which can be executed by both the same personal
computer which executes the HIM and by another one. The following figure shows the structure
of application:

• The core of the system: it is an open source high performance realtime 3D engine written
and usable in C++. It is cross-platform, using D3D, OpenGL and its own software renderer

• The protocol class implements the user application and the stimulation protocol

• The protocol dealer is a coordination object used for messages dispatch to handle the inter-
action between different user applications

A specific software module was implemented in order to provide an interaction layer with an
home automation system. A MyHome gateway was provided by BTicino spa (Erba, Italy) and
a basic demonstrator was set-up in our laboratory. The standard physical communication layer
of the used gateway is RS-232; in order to maximize the ease of installation a specific RS-232 to
Bluetooth module was designed.
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Figure 2: Structure of the algorithm

3 Results

The consistency of this tool chain was verified by using BCI++ to implement an SSVEP based
BCI system. In the next paragraph a detailed description of the system will be given in order to
demonstrate that all the specific modules were used in implementing a real-time working system.
The framework proved a good flexibility and the wide set of debugging instruments dramatically
simplified the debug and the test of a new system. Starting from a previous experience and a
set of algorithms for the SSVEP protocol it was possible to set-up a complete BCI system in the
Sensibilab laboratory in CampusPoint@Lecco (Lecco, Italy) in a few weeks. The visual stimulation
system consisted of four cubic spotlights with high efficiency LED, the cubes were fixed to the edge
of the screen ideally associating each light to a direction: up, down, left or right. The stimulation
device autonomously generated and was controlled by the AEnima module. The following figure
shows the structure of the SSVEP classification algorithm.

A spatial filtering block (SFB) was used in order to reduce the dimensionality of the eight
acquired monopolar leads. The SFB computes a custom derivation on the basis of the analysis of
the calibration data-set. The spatial filtering is computed performing a linear combination of the
acquired channel. A band pass filter between 5 and 40 Hz eliminated the out of band noise.

The features were the result of a ratio between the amplitude of a stimuli time-synchronous
averaging of the signal, compared to the estimation of the amplitude of the raw signal. For each
frequency the algorithm extract one feature. The resulting estimation is a numerical value which
theoretically ranges from 0, in case of total disruptive interference within the main window, to
1, when the signal has only one periodic component at the same period of the stimulation. The
classifier consisted of a regularized linear discriminant analysis (RLDA) based on the modified
samples covariance matrix method. The RLDA included a boosting algorithm based on a cyclic
minimization of the classification error on the training set and an algorithm for outliers rejection.
The classification algorithm was conceived for use in an asynchronous protocol, thus the system
was trained in order to identify five different classes referred to as LEFT, RIGHT, UP; DOWN
and NULL for the non-stimulus or non-command class. The both a Matlab and a C language
versions of the algorithm were developed and were activated by the HIM, with the same results.
A classification post processing was inserted in the user interfaces in order to achieve a better
usability.

The adopted SSVEP protocol was composed of the following phases each one corresponding to
a specific user interface implemented with AEnima: the first three are needed for the set-up and
for the validation of the classifier, the second group are for “free will” use and can be considered
as real applications.
The screening phase was studied in order to understand the best user specific stimulation fre-
quencies. One LED flashed a increasing frequencies between 6 and 17 Hz and an off-line analysis
GUI allowed the identification of the four best stimulation frequencies. The training or calibration
phase guided the user in a four direction sequence studied in order to record a dataset for the
calibration of the classifier. The test was an eight symbols sequence for online evaluation of the
classifier performances. BCI-User is a main menu for application selection: the user can control a
cursor in order to select one of the four applications (AstroBrainFight, Home automation, commu-
nication and media player) which are graphically represented by a 3D box with and appropriate
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Figure 3: AstroBrainFight game. The used drives the ship in order to reach the other one.

texture. The AstroBrainFight (Figure 3) game was studied to test a cursor like control: the user
can control a spaceship in order to collide with another one put in a semi-random position of
the screen. The task for the user was to reach 15 collision in the minimum time. The Home au-
tomation protocol was implemented to demonstrate the usability of the home automation system,
set-up in the laboratory. An interface similar to the one described for BCI-user, allowed the user
to activate some devices like light and a fan.

The system was tested on ten healthy subjects between 22 and 55 years old, 9 of them were
males. The standard testing procedure was composed of:

• One screening session

• One calibration session without feedback

• One testing session with feedback

If the testing was successfully carried out:

• One AstroBrainGame with feedback session

• One home automation usability test

During the first part of the testing procedure the subject was verbally instructed about the
structure of the graphic interface. In order to increase users participation and the interest in the
protocol, they were informed that a “hall of fame” of the best AstroBrainGame players was being
formed. Some subject enjoyed the system and asked for other BCI sessions after the standard one:
in those cases the database was updated, but the score was not recorded in the results table.
Seven subjects out of ten generated an SSVEP and six of them were able to train a classifier
and use the system (subject HE, showed an SSVEP response, but had problems with electrodes).
Subject HL was able to use the system, but the test times were not considered in the statistics
because he did not completely understand the instruction. The average time to complete the eight
symbols test was: 68.2 seconds (std 8.2 s). The best performance was 59 seconds. We have to
point out that this speed test was not a measurement of the maximum performance reached by a
skilled user with an user optimized classifier, but the transfer rate obtained by a first time BCI
user. All the six subject that acceded to the second part of the protocol were able to control the
home automation system even after having switched the lights on, thus the system results strong
to environmental light variation.
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Subject SSVEP Frequencies (Hz) Test time Game time MyHome
L R U D

HA Yes 9.14 6.9 5.9 8 73 265 Used with lights
HB Yes 8 9.10 9.8 11.1 59 206 Used with lights
HC No
HD No
HE Yes X X X X Only screening
HF Yes 8 11.1 12.2 14.2 80 205 Used with lights
HG No
HI Yes 9.14 9.8 11.13 16 65 210 Used with lights
HL Yes 9.8 11.1 12.8 15.1 170* 461* Used with lights
HM Yes 8 9.8 11.1 12.2 64 295 Used with lights

Table 1: Subject performances using the SSVEP based BCI-

4 Discussion and conclusions

The most relevant aspect of the developed framework is the possibility for unskilled developers
(e g. Master thesis students) to develop and test their own work and to actively help increasing the
number of available instruments in the framework. The usability of the framework was demon-
strated in the implementation of the SSVEP based system: during the development of the system
a Bioengineering master thesis student without previous C++ programming experience, was suc-
cessfully involved in the development two new BCI-driven applications (Home automation and
AstroBrainFight). When Matlab algorithms are provided, the implementation of a new testing
protocol usually takes a few hours for the user interface customization and a few hours for testing
purposes; thus evaluation of a new operative protocol isn’t constrained by technical issues. The
final goal is to make this fascinating technology available at home by any potential user with the
help of their family members. The next steps planned in order to reach this objective are in the
following directions:

• software platform distribution

• application to disabled people

• usability enhancement for people without technological background

• availability of low cost acquisition devices

In the immediate future all the software platform will be available free-of-charge to other research
group and further efforts will be done in documenting and disseminating the obtained results
in order to give a better visibility to this project, in the hope that the community will help to
complete the framework in all the specific aspects.
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Abstract

This paper introduces the Pythonic Feedback Framework which provides a platform inde-
pendent framework to develop BCI feedback applications in Python. It was designed to make
the development of feedback applications as easy as possible. Existing solutions have either
been implemented in C++, which makes the programming task rather tedious, especially
for non-computer-scientists, or in Matlab, which is not well suited for more advanced visual
(flickering is inavoidable which is unconfortable for the user and has side effects in the EEG)
or auditory feedback applications.

This framework solves this problem by moving the feedback implementations to a general
purpose, and easy to learn language like Python. Python provides many so called bindings to
other libraries, which allow it to develop high quality multimedia feedback applications, with
little effort.

The framework communicates with the rest of the BCI system via a standardized com-
munication protocol using UDP and XML and is therefore suitable to be used with any BCI
system that may be adapted to send its control signal via UDP in the specified format.

Having such a general feedback framework will also foster a vivid exchange of feedback
applications between BCI groups, even if individual system for processing and classification
are used.

1 Motivation

The motivation for the development of the presented feedback framework was to facilitate the
implmentation of high quality BCI feedback applications and to allow the interchange of such
applications between BCI groups. Accordingly, the feedback framework was designed as a stand-
alone program which may receive the control signal from a BCI system via a standardized protocol.
In order to make the implementation of new applications easy, many of the basic tasks common to
most feedback applications are accomplished in the framework and have not to be re-implemented
in the individual feedback applications. As programming language Python was chosen, because it
is easy to learn (interpreted language) and recognized as a very mature and stable language which
runs platform independent and already includes a very comprehensive class library. If Python is
too slow for certain time critical methods, it is possible to write those parts in C/C++ and call
them within Python. Most interesting about Python are the so called bindings. Bindings are
Python libraries which make other libraries, written in other languages than Python, available to
Python. We found Pygame (http://www.pygame.org/), a set of Python modules designed for
writing games a very useful resource for writing feedback applications. Pygame allows to create
high quality games and multimedia applications in Python. Since Python offers countless other
bindings like bindings to OpenGL, it is even possible to create feedbacks with complex 3D graphics
and special effects.

In contrast to compiled languages like C++, Python is also known to be very easy to learn.
Users with Matlab experience will find the syntax of Python familiar.
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Figure 1: Setup of an BCI experiment using the Pythonic Feedback Framework. The Feedback
Controller receives the control- and interaction signlas via UDP and XML.

2 Overview of the framework

Figure 1 shows the setup of a generic BCI system using our Feedback Framework. The subject is
wearing a EEG cap and sitting in front of a computer which runs a feedback application. Brain
signals are collected and submitted to the data acquisition and signal processing units. The signal
is processed and the result (control signal) is sent to the Feedback Controller which processes the
incoming signal and forwards it to the feedback. The feedback application translates the control
signal into a visual, audible and/or tactile output.

The experimenter can remote-control the feedback and manipulate its variables via the GUI,
which also sends singals to the Feedback Controller. Those signals are called interaction signals.

The framework communicates with the rest of the BCI system via a standardized communi-
cation protocol using User Datagram Protocol (UDP) and Extensible Markup Language (XML)
and is therefore not bound to a single BCI system, but should be usable with any BCI system
providing control signals of some kind.

The feedbacks are realized as plugins of the Feedback Controller.

3 Components of the framework

The feedback controller (Section 3.1) and the feedback base classes (Section 3.2) are components
that are general and take over the much of the programming load for the implementation of new
feedback applications by providing much of the general functionality.

3.1 Feedback controller

The Feedback Controller manages the communication between the feedback and the rest of the
BCI system. It acts like a server, collecting control- and interaction signals over the network. Once
the Feedback Controller ist started, it is fully remotely controllable from the GUI: it is possible to
load feedbacks, manipulate their variables, start, pause and stop them. The data is sent in XML
format and must be therefore translated into Python compatible data structures and commands.
The Feedback Controller takes care of this. It sets feedback variables if necessary and calls the
appropriate event methods of the feedback.
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MyPygameFeedbackFeedback+on_init()+on_play()+on_pause()+on_quit()+on_control_event()+on_interaction_event()PygameFeedback
OpenGLFeedbackMyOpenGLFeedback

MyOtherPygameFeedback
Figure 2: Possible classdiagram: OpenGLFeedback and PygameFeedback are derived from the
Feedback base class and implement common functionality needed in all OpenGL- and Pygame
feedbacks.

Feedbacks are realized as plugins of the the Feedback Controller. Since the Feedback Con-
troller takes care about the whole communication between the feedback and the rest of the BCI
system, implementing feedbacks is straight forward. Furthermore, since there is a uniform inter-
face between the feedback and the Feedback Controller, it is even possible, to exchange feedbacks
between various BCI systems of different BCI groups when using this framework.

3.2 Feedback base class

The Feedback base class is the interface to the Feedback Controller’s plugin system. The base
class provides methods, the Feedback Controller needs to communicate with the feedback. By
subclassing the Feedback base class, the derived class becomes a valid and ready-to-use feedback,
available to the Feedback Controller.

Feedbacks are event driven. Whenever the Feedback Controller receives a signal, it calls
the appropriate methods of the feedback to notify it: an incoming control signal causes an
on control event on the feedback, an incoming interaction signal with the play command an
on play, and so on. To react on such events, only the respective on -method of the feedback has
to be implemented. It is not necessary to implement all available events of the Feedback base
class, if the Feedback Controller triggers an event which was not implemented in the feedback,
nothing happens.

The object oriented approach of this framework makes it possible to further simplify the
development of feedbacks: If it becomes obvious that for example feedbacks using Pygame often
share the same blocks of code, it is possible to derive a PygameFeedback baseclass from the
Feedback base class, which already implements the shared functionality. Actual feedbacks using
Pygame can be derived from the PygameFeedback baseclass which can reduce the amount of code
per feedback drastically. Figure 2 illustrates the example.

3.3 GUI

The GUI is responsible for sending interaction signals to the Feedback Controller. It acts like a
remote control for the Feedback Controller and the running feedback: it allows to load, un-load
feedbacks, modify their variables, start, stop and pause them.

Once the GUI is connected to the Feedback Controller, the Feedback Controller publishes all
available feedbacks to the GUI. The experimenter can now select the desired feedback in the GUI
and tell the Feedback Controller to load it. Once the Feedback Controller has loaded the feedback,
the feedback’s variables are automaticly published to the GUI. The GUI presents those variables
and their values in tabular form, allowing to modify their values or create new ones and send them
back to the Feedback Controller where they are directly applied to the running feedback.

The GUI is written in Python and QT and runs – like the rest of the framework – platform
independently.
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3.4 Documentation and examples

Part of the framework is also a complete documentation of the system and its interfaces. The
documentation also provides a guide how to write own feedback applications using this framework.
Several well documented examples, explaining every major aspect of the feedback implementation,
are included.

4 A simple feedback example

The following listing shows a trivial feedback written with the framework. Although it does
nothing but printing the current control signal two times per second, it already shows the basic
structure of every feedback.

from Feedback import Feedback
import time

class ExampleFeedback(Feedback):

def on_init(self):
print "Feedback successfully loaded."
self.quitting, self.quit, self.pause = False, False, False

def on_quit(self):
self.quitting = True
print "Waiting for main loop to quit."
while not self.quit:

pass

def on_play(self):
self.quitting, self.quit = False, False
self.main_loop()

def on_pause(self):
self.pause = not self.pause

def main_loop(self):
while 1:

time.sleep(0.5)
if self.pause:

continue
elif self.quitting:

break
print self._data

print "Left main loop."
self.quit = True

There are three variables which control the behavior of the feedback: pause tells the feedback
to pause it’s action, quitting tells the feedback to quit it’s main loop and quit is set when the
main loop has quit.

The heard of the feedback is the main loop method. As the name suggests, it contains an
infinite loop where each iteration represents a tick (a very short amount of time) of the running
feedback. Each tick, the feedback checks the aforementioned variables pause and quitting and
decides what to do. If pause is set, the feedback just skips this tick, if quitting is set, it leaves

388

4th Int. BCI Workshop & Training Course 2008



 

 

 

the loop and sets the quit method. If none of the two variables is set, it just executes the tick, in
this case by printing the content of the control signal.

The event on play starts the main loop, pause and on quit control the main loop’s behavior by
setting the pause and quitting variables. on quit does a bit more than just setting the quitting
variable: after the variable has been set, it waits until the main loop has quit by repeatingly
checking the quit variable. Only after quit has been set, the on quit method returns, which tells
the Feedback Controller that the feedback has successfully terminated.

5 Communication with the rest of the BCI system

In order to couple the Framework as loosely as possible with the rest of the BCI system and thus
allowing to support many different BCI systems, the Feedback Controller receives the control-
and interaction signals via User Datagram Protocol (UDP), a very lightweight network protocol
supported by all major operating systems and programming languages. UDP servers and -clients
are trivial to implement and allow the communication between programs on different machines in
the network or on the same machine.

The the content of the signals is send via Extensible Markup Language (XML) which is a well
known standard for exchanging information especially over internet. Libraries to parse XML files
or creating new ones are available for most modern programming languages.

The utilization of UDP and XML as a standardized interface to communicate with the frame-
work, should make it very easy to adapt most existing BCI systems to use this framework to
develop Feedbacks in Python.

6 Requirements

The framework itself has very few dependencies. It needs Python 2.4 or higher and optionally
pyParallel (http://pyserial.sourceforge.net) to utilize the parallel port to send markers to
the EEG acquisition system. No requirements are imposed regarding the operating system. The
framework will run on every platform which is supported by Python.

To use the GUI which uses Python’s QT bindings, PyQT (http://www.riverbankcomputing.
com/software/pyqt/) is needed. PyQT also runs on every major platform.

To use this framework in a specific BCI system, the BCI system should be able to send the
control signal via XML and UDP. Modifying existing BCI systems to create valid XML files
containing the control signal and sending them over UDP, should be fairly easy regardless of the
programming language being used.

7 Conclusion

The Pythonic Feedback Framework provides a solution for writing high quality BCI feedback
applications with minimal effort. Through the use of a standardized interface using a standard
protocol for the communication with the BCI system, this framework is very generic and it should
be easily adaptable to most existing BCI systems.

Moreover such a unified feedback framework creates the unique opportunity of exchanging BCI
feedback applications between BCI groups, even if individual systems are used for processing and
classification.

The presented framework runs on every major platform (Linux, Mac and Windows), is Free
Software and licensed under the terms of the GNU General Public License (GPL) for non-
commercial purposes. The homepage of the project is http://www.bbci.de/pyff.
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Abstract

Brain-Computer Interface (BCI) systems have caught the attention and the interest of a
lot of research labs all around the world in the last years, as they represent a novel method
of communication for severely disabled people and appear to be a feasible application in a
lot of others fields, such as games or virtual reality. Also a lot of disciplines became involved
in this fascinating research field, such as neurology, mathematics, engineering, psychology,
rehabilitations, etc., since BCIs are very complex systems which require manifold contributions
to reach the final goal of communication. However, the fact that there are different research
units which work on BCI, everyone with an own system and own protocols, represents an
obstacle when different systems have to be compared and evaluated, as a common language
for talking about BCI entities, a standard model for describing BCI systems, a common metric
for evaluating systems and common file formats to share data, partially lack to date.

In this regard in this paper we want to show the importance of defining and using stan-
dards for BCI systems and to offer a view on the UML-based BCI model we implemented,
on the metric we use for evaluating systems, on the XML-based file format we use for physi-
ological data and other BCI entities and on the tools we implemented for the optimization of
BCI systems; all these latter can represent a milestone in the attempt of standardizing and
optimizing BCI systems.

1 Introduction

Severely disabled people, affected for example by ALS, degenerative muscular pathologies, strokes,
etc., lose the ability to move their body and so the possibility to satisfy most of their basilar needs
and to communicate with the external world. These people can find a valid solution to some of their
problems thanks to BCI systems, which try to translate some changes in their cerebral signals into
commands towards an output peripheral (a robotic arm, a cursor on a screen, a speller), without
passing through the normal physiological paths (nerves and muscles) [1].

A functional model that has gained a wide acceptance in BCI research field was proposed
by Mason et al. [2]. In this model a BCI systems is divided into two main functional blocks,
the Transducer and the Control Interface (Figure 1). The Transducer is the only module which
deals with physiological signals: it acquires signals by means of the Acquisition block and then
processes them by means of the Classifier. The Classifier, on its turn, is constituted by the Feature
Extractor, which extracts some features of interest from the signals and the Features Translator
which translates these features into some logical symbols (LSs), belonging to a logical alphabet
(LA), which are the input to the Control Interface. This module translates LSs into semantic
symbols (SSs), belonging to a semantic alphabet (SA), which constitute the input to an output
device controller.
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Figure 1: Functional model of a BCI system.

The Control Interface holds some encoding strategies for the translation of LSs into SSs: for
example with a LA of three symbols (α, β, γ), the entire English alphabet plus the space character
(SA) can be encoded by means of all the possible permutations on sequences of three LSs.

It is important to note that the Control Interface manages only alphabets and encoders and
does not deal with physiological signals at all. Vice versa the Transducer deals with cerebral
signals and does not need to know which is the actual encoding strategy to work well. This means
that the Transducer and the Control Interface are separate modules and that for the optimization
of a BCI system both of them must be considered; in other words, the best BCI system can be
obtained from the best combination of Transducer and Control Interface.

Moreover SSs have their own probabilities of occurrence and so the implemented encoding
strategy determines the number of times a LS occurs; then since each LS is correctly classified
with a different probability, the choice of the most adequate encoding (the best Control Interface)
and of the classifier which properly recognizes the current LS (the best Transducer), reflects in
the choice of the best BCI system so that only the best combination of transducers and control
interfaces can be used for the purpose of optimizing BCI systems [3].

A model for BCI systems is the starting point for the process of their standardization; however,
there are other different levels of standardization which span from methods for the evaluation of
systems to format file and tools and must be considered equally important: in fact, in order
to a have a common language for BCI systems, a standard model and standard definitions are
important; to evaluate which is the best system to adapt to the user, among a set of different
systems, a common metric to evaluate them is necessary; to share data among laboratories, a
standard file format is needed and finally tools are required to simulate systems, even if this
represents the less important aspect to consider as everyone can use his own tools, still adopting
a standard model and a standard metric. In the following section an overview of these different
levels will be presented. Our solutions to the standardization problem will be also shown.

2 Methods

2.1 A model for the description of BCI systems

A functional model for BCI systems represents the first stage for standardization; the one described
in [2] is fundamental for this process as it identifies two main functional blocks, the Transducer
and the Control Interface, with their own specific functionalities.

However this model is static, as it does not consider the temporal aspects of BCI systems, that
is which is the flux of operations which lead to the classification of a symbol. A successful attempt
to supply this model with the timing information was made in [4]; we identified a set of actors
which control the execution of an experimental BCI session and a set of operations which lead from
the starting of a trial to the classification of a symbol. This temporal schema can be applied to
the most diffused BCI protocols implemented to date: P300, slow cortical potentials, µ-rhythms,
steady-state evoked potentials, fMRI-based, etc. With this model it has been demonstrated that
a unique temporal structure can be used to describe different BCI systems; we think that this fact
is very important for the purpose of unification and standardization of BCI systems.

The model implemented in [3] has been documented with the Unified Modeling Language,
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that is a wide-spread standard visual language for the design and the documentation of systems,
software and processes and is managed by the Object Management Group (OMG). UML is based
on the object-oriented paradigm and so it allows the design of a system by means of objects which
have some particular features and operations and which interact among each other to define the
different behaviors of the system itself. Being a very simple to use and well-established standard,
it was natural to believe that it would be suitable for describing complex systems and for allowing
their standardization.

2.2 A new metric for evaluating the efficiency of a BCI system

Classical metrics such as Mutual Information [5], Bit Rate, Entropy, etc. fail in the purpose of
evaluating the performances of BCI systems as a whole, as they do not take into account how
transducers and control interfaces adapt each other or how the system behaves when errors occur.

The question is: how can one determine if the performances of a system are mostly determined
by the transducer, which deals with cerebral signals, or by the control interface that in general
does not deal with brain signals?

The answer has been found in the proposal of a new metric [3], which evaluates the per-
formances of a system, in a copy-spelling task, as a function of the performances of both the
Transducer and the Control Interface. This metric adheres to the functional model described in
the previous section.

2.2.1 Describing the transducer

The starting point of the proposed metric is the Extended Confusion Matrix (ECM), which eval-
uates the performances of a TR and which represents on the rows the LSs to be classified and
on the columns the LSs actually classified; the last column of the matrix represents the cases in
which the transducer was not able to classify and so abstained from decisions [6]. An example of
ECM is now reported:

ECM =

α β γ ?
α 56 24 0 0
β 0 64 13 3
γ 8 8 62 2

(1)

As you can see from the matrix in (1), most of the classification errors are associated to
the generation of the first symbol α; this is of great importance in the choice of the encoding
strategy to implement, as selecting an encoding which minimizes the occurrence of the α symbol
will result in the minimization of the errors and in the optimization of the system. Note that
describing transducers with classical metrics, instead of ECM, makes impossible to use this simple
optimization strategy.

With an ECM and some relations (reported below) one can calculate a Misclassification Prob-
ability Matrix (MPM):

MPM[i, j] =
{

ECM[i,j]
ni

, i 6= j

MPM = 0, i = j
(2)

MPM =

α β γ ?
α 0 0.3 0 0
β 0 0 0.1625 0.0375
γ 0.1 0.1 0 0.025

(3)

where ni represents the number of total cases associated to a LS, and an Extended Overtime
Matrix (EOM):
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EOM =

α β γ ?
α 0 2 2 1
β 2 0 2 1
γ 2 2 0 1

(4)

The MPM represents the probabilities concerning incorrect classifications and EOM represents
the “costs” associated to error and indeterminateness cases and which depend on CI error correc-
tion strategy [3]. In the example in (4), a cost of “0” means that no error was done during the
selection of the LS (principal diagonal of the matrix); a cost of “1” is associated to indeterminate
cases (last column of the matrix) and means that only a reselection of the correct LS is needed;
finally a cost of “2” means that, after an error, one has to perform two additional steps to correct
the error, that is, one to delete the wrong LS and one to reselect the right one.

2.3 Measuring error consequences: Super Tax Vector

When a misclassification or an abstention occur the information rate of the system will be reduced;
this loss of information can be quantified with the Super Tax Vector, whose i-th element is given
by:

ST(i) =
NLA+1∑

j=1

MPM[i, j] · EOM[i, j] (5)

where each element of ST represents the fraction of additional selections that are necessary to
correct a mistake. For the above-mentioned example we have:

ST =

 0.6
0.3625
0.425

 (6)

One can easily see that the generation of the first symbol appears to be the most difficult,
as already illustrated. Finally, the Expected mean Selection Cost (ESC), that is the number of
classifications required to generate a correct logical symbol, is defined as:

ESC =
NLA∑
i=1

p̂occ(i)
1− STi

(7)

where pocc(i) is the probability of the i-th logical symbol to occur.
If NSA is the length of the SA, pSS(n) is the probability on the n-th SS to occur and l(n) is

the number of LSs used for the encoding, then the mean codeword length can be defined as:

LCW =
NSA∑
n=1

pSS(n) · l(n) (8)

Finally the efficiency EffSYS of a system can be defined as:

EffSYS =
1

LCW · ESC
(9)

It has been demonstrated in [3] that this index is a better indicator of the performances of a
BCI system than Mutual Information in a copy-spelling task.

It is easy to see that the Efficiency of a system depends on both the Transducer, by means
of LCW, ECM and MPM, and the Control Interface, by means of EOM, even if they have been
separately implemented; so the choice of the best BCI system to adapt to the user requirements
can be performed only after the evaluation of the performances of the best Transducer-Control
Interface combination.
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2.4 An XML-based file format for BCI

Once a model and a metric have been implemented, there is the need to create a file format for the
dissemination of data. An optimal technology for implementing file formats in a flexible way that
allows the sharing of data among different research groups is the Extensible Markup Language
(XML). By following some simple strict syntactic rules everyone can define the structure of a
document: XML tags are unspecific, easy to understand and can be extended without breaking
the compatibility with preexistent data or tools. This technology is supported by a lot of platforms
and operative systems so that data can be exchanged without errors and with no need of special
software conversion tools. In our research we used XML for storing all the data used for the
description of the entities above mentioned: LSs, SSs, ECMs and Encoders, etc. Also we used XML
for storing data regarding the simulation performed with BF++ Toys [7], a set of C++ routines
implemented for the evaluation of the performances of BCI systems and which will adequately be
described in the next paragraph.

In order to support all the aspects of BCI systems (performances, protocols information, ex-
perimental setup, information about feedback), also an XML-based file format for representing
electrophysiological data has been defined and called NPX (NeuroPhysiological data in Xml) [8].
It supports a virtually unlimited number of sensors and events. Data can be stored in various
ways with respect to the accuracy (8, 16, 32, 64 bits), the internal representation (integer, floating
point), and where the data are stored: because XML files are not as efficient as binary ones, if
the amount of sampled data is huge (e.g., an EEG recording) they can be stored in an additional
distinct binary file, otherwise (e.g., ERP, spectral data) they can be stored in the XML file itself.
In both cases the XML file will contain a complete description of the sensors (dynamics, number
of bits, gain, coordinates, etc. ), events (type, occurrence, etc. ), processing, etc. Source code to
read and write a NPX file is available and written in ANSI C++ to allow an easy porting under
virtually any platform.

2.5 Tools for the optimization of BCI systems: BF++Toys

BF++ Toys are a set of software tools aimed at evaluating and optimizing the performances of a
system. They implement the metric previously described and are formed by four main tools which
simulate or define the behavior of complete systems or part of them [7]. They are:

1. The ECM generator, which simulates the characteristics of a transducer on the basis of
several different strategies.

2. The Encoder generator, which generates the encoding of sequences of LSs into semantic ones.

3. The Simulators, which simulate the behavior of complete systems virtually built by assem-
bling transducers and control interfaces.

4. The Optimizers, which determine among a collection of transducers and control interfaces
which combination will result in the most performing system.

3 Discussion

The model, the metric, the file format and tools described in this paper constitute the core of the
new incoming version of the Body Language Framework (BF++) [10], a C++ set of routines for
the implementation and optimization of BCI systems. As described in this paper, the model used is
UML documented, so it represents a valid standard that anyone can adopt according to his needs;
the implemented metric optimizes a BCI system by selecting the best combination of Transducer
and Control Interface and so represents a way to tune systems; the file format is based on the
XML standard, so it is compatible with a lot of platforms, easily extensible and so suitable for
the sharing of information; finally, the C++ based Toys, even if less important than the previous
features, represent a valid mean for systems simulation and optimization. More importantly all of
them adhere to the same unique model.
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4 Conclusion

Standards are very important in all research fields as they allow the unification of the resources
and so their dissemination. BCI research needs some standards to which anyone interested in
BCI can adhere, in order to improve the communication among labs, the sharing of tools and
researches and finally the optimization of BCI systems. In this paper we presented our vision
about the problem of standardization of BCI and the solutions we adopted in terms of a UML
model, a metric for evaluating systems, a XML-based file format and tools which make use of
the previous resources to simulate BCI systems and find the best one. We hope that they can
represent an important step toward the unification of resources in BCI field.

Most of the tools and resources described here can be found at www.brainterface.com. Ev-
eryone can download them, modify them and use them for his own needs and even suggest us
adjustments and improvements.

Acknowledgments: This work was partially supported by the DCMC (Disorders of Motor and
Cardio-respiratory Control) Project of the Italian Space Agency and dedicated to the memory of
Renato Grasso and Aleksandar Kostov.
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Abstract

This paper presents a feature-rich application called SigViewer to display biosignals such as
the electroencephalogram, the electrooculogram and others. SigViewer is part of the BioSig
project and aims to be a universal program to open many different biosignal file formats
(at the moment more than 15 formats are supported) and display the contained signals.
Moreover, it is possible to create annotations in the data and mark artifacts for example. The
application is open source and does not depend on any proprietary or closed source software.
It is also a cross-platform program that runs under many different operating systems such
as Microsoft Windows, Mac OS X and Linux/X11 (and other Unix-based systems with X11
such as OpenSolaris, but the three mentioned platforms are officially supported and tested).
SigViewer is a valuable tool for brain-computer interface research since it displays the raw
EEG data (together with suitable highlighting of trials or events) and supports an easy and
straightforward artifact rejection procedure.

1 Introduction

Biosignals such as the electroencephalogram (EEG), electromyogram (EMG), electrooculogram
(EOG) or the electrocardiogram (ECG) are stored in suitable file formats. Unfortunately, there
is no standardized way of saving these data streams – as a consequence, many different rivaling
file formats are available on the market. Some specifications and implementations are open source
whereas others were developed by companies with no interest in disclosing the specifications or
even the source code of their proprietary file formats. To date, no single application is available
that reads all those formats and displays the contained signals.

The BioSig project [1, 2] in general and SigViewer as part of the project in particular aim
to fill this spot by providing import filters for as many file formats as possible. Moreover, the
application itself is open source as well as completely free, not only as in free beer (free of charge)
but also as in free speech (having freedom). It does not depend on any proprietary closed-source
software and is distributed under the GNU General Public License (GPL)1.

In addition to viewing the biosignals contained in the various file formats, SigViewer is also
able to create annotations (or events), a process often referred to as scoring. That way, users can
mark specific data segments continuously in time, for example to tag a certain time segment in a
specific EEG channel as an artifact. Last but not least, the program is cross-platform, meaning
that it runs on many different operating systems such as Windows, Linux/X11, and Mac OS X
(and other Unix-based systems with X11 such as OpenSolaris, but these three mentioned platforms
are officially supported and tested). All properties mentioned above make SigViewer a valuable
tool for brain-computer interface research.

1http://www.gnu.org/licenses/gpl.html
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2 Methods

SigViewer is written in standard ANSI/ISO C++ and compiles with any standard-compliant
compiler. Due to the nature of the BioSig project, the open source compiler g++ (part of the GNU
compiler collection GCC) is used to build the official binaries. In addition, the Qt 4 framework
by the Norwegian company Trolltech2 is used, also in its open source incarnation. This library
was specifically designed to make the development of powerful graphical user interfaces (GUIs) as
simple as possible. That way, SigViewer adopts the platform-specific look and feel without having
to change a single line in the source code.

Recently, SigViewer was extended and incorporates now the library biosig4c (also part of
the BioSig project). This library is written in standard ANSI/ISO C and implements reading and
writing routines for many different biosignal file formats. At the moment, over 15 different formats
are supported including GDF [3], EDF [4], BDF, BCI2000 [5], CNT, BrainVision, SCP-ECG (EN
1064) [6], HL7aECG [7] and several others3. When a new file format is added to this library,
the source code of SigViewer does not have to be modified; it must only be recompiled with the
new version of the library. Moreover, the same library can also be used from within Octave or
MATLAB4 using tools from the BioSig toolbox.

3 Results

An example screenshot of SigViewer (Version 0.2.1) running on Mac OS X 10.5.2 is shown in
Figure 1. As can readily be seen, GUI elements such as the horizontal and vertical scrollbars
adopt the native look of the operating system, and the menu bar (not visible in the screenshot) is
at the top of the screen, just like any other native Mac OS X application. Below the window title
(showing also the current file name) some toolbars are displayed. At the bottom of the window, a
status bar shows the total length, the number of channels and the number of trials of the signal.
Most of the space inside the window is dedicated to the signal visualization – in the example, five
EEG channels are shown within a time range of 50 seconds. The scale of the y-axis is shown on
the left, whereas the channel labels are displayed on the right. The user can scroll horizontally
through time as well as vertically through channels.

Besides basic viewing functionality to zoom in and out (autozoom is also available), to scroll
through the signals and to choose specific channels to display, an important feature of SigViewer
is to display, create and modify annotations. Figure 1 shows such annotations over the actual
signals as colored blocks. An annotation has a starting and an end point as well as a type which is
reflected in a (customizable) color. The blocks are transparent so that more than one type can be
visualized simultaneously. If the mouse cursor is placed over events, a tool tip will pop up showing
information (name, type, position, and duration) about the annotations below the mouse cursor
(see Figure 2).

Naturally, new events can be created and existing annotations can be edited or deleted graph-
ically by selecting the corresponding mode and dragging with the mouse cursor. It is possible
to quickly switch between all available types, to create long events that exceed the time period
displayed in the window (then the signals will automatically scroll) and to create annotations for
specific channels or for all channels. In addition to the graphical display, a table widget is available
that lists all events contained in the data file. This list can be sorted with respect to the position,
duration, channel or event type. Events can also be deleted with the help of this list widget.

The events can be exported into a separate EVT file (which is basically a GDF file without
signal data). To that end, the desired event types can be selected and only those annotations are
stored in the new EVT file. Similarly, events can also be imported from EVT files. Using this
strategy, even file formats without native support for annotations (unlike GDF for example) can
benefit from additional event information.

2http://trolltech.com/
3the complete list is available at http://hci.tugraz.at/schloegl/biosig/TESTED
4http://www.mathworks.com/
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Figure 1: Main window of SigViewer running on Mac OS X displaying five EEG channels on a
time scale of 50 seconds.

Figure 2: Popup window showing information about the annotations below the mouse cursor
(SigViewer running on Ubuntu 8.04).
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Figure 3: Basic header information window (SigViewer running on Windows XP).

At the moment, over 15 different file formats for storing biosignals are supported in biosig4c
and thus also in SigViewer. Support for new data formats is planned and will be continuously
added to the underlying library biosig4c.

Binary versions of the program are available at http://biosig.sourceforge.net/ for Win-
dows XP or Vista (an installation package), for Mac OS X 10.5 (universal binary for both x86 and
PPC architectures), and for Linux/X11 (Ubuntu 8.04 was used to build the package). Due to the
open source license GPL, the source code can also be obtained (and modified, adapted, . . . ).

4 Discussion

The viewing and scoring program SigViewer presented in this paper is unique in several aspects.
First, it is completely free due to its open source license. Second, it is not restricted to a certain
operating system and there is only one source code for all supported platforms. Third, it supports
many biosignal file formats on the market with the help of the biosig4c library, where new formats
are constantly added.

The development of SigViewer is continuing and many useful features will be added in future
(besides removing bugs). One important step will be to get rid of all old Qt 3 classed and port the
program to Qt 4 (at the moment, some important classes are still used from version 3). Undo and
redo functions are also planned as well as an option to convert any arbitrary file format to GDF.
The usability of the program will also constantly be improved and feedback is highly welcome;
bug reports and feature requests can be deposited at the project’s website, and the authors can
always be contacted if there are any problems with the application. On the other hand, interested
developers can join the project and help to improve SigViewer.
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It was in 1997 that a group of ingenious people designed the first version of 

BrainVision Analyzer, an extremely easy-to-use and comprehensive software 

that has been a technological revolution for the world of neurophysiological 

research. Although the main structure and workflow of the analysis software 

has remained unchanged, the Analyzer 2 includes ample new features and 

others that have been reworked to better suit users’ needs.

Some of the new features are:

>> New User Interface: Completely reworked user interface for easier   

handling, selecting and information access. Dockable windows for 

individual configuration.

>> History Tree with editable parameters: Transformation parameters can be 

changed interactively in existing nodes. Following nodes will be reprocessed 

according to the edited input parameters. On demand, a new parallel tree can be created. 

>> LORETA: Source localization, processing of source data in Analyzer.

>> Realtime Matlab interaction: Interface to use Matlab/EEGLab functions in transformations and templates. Smooth forward/backward transfer of 

all dataset components and properties with automated node/template generation.

>> ICA: Faster ICA algorithms, probabilistic ICA, semiautomatic views for selection of components.

>> ERS/ERD: Methods to calculate event related synchronization and de-synchronization.

... and much more!

DIN EN IEC 62304 Class A 
(no harm  to health possible)
UMDNS code: 16-307
GMDN code: 35163

professionalRECVIEW
BrainVision RecView is an advanced solution designed for real time analyses of data received 

over the Ethernet network via TCPIP. 

By using the same history tree concept already implemented in BrainVision Analyzer, RecView 

can be used to perform realtime FFT analysis, data filtering and mapping of the surface poten-

tials. This makes RecView the perfect tool for BCI and neurofeedback.

RecView’s easy-to-use interface allows everyone to approach the fascinating world of BCI using a 

continuously expanded and supported platform.

ISO 13485:2003
MDD 93/42/EEC

standard V-AMP

ISO 13485:2003
MDD 93/42/EEC

The V-Amp is specially designed for applications which do not benefit from dozens of channels. BCI research, 

Biofeedback experiments, teaching courses as well as low budget projects will profit from the low price for the 

complete package including BrainVision Recorder and Analyzer licenses shipped in a handy carrying box.

The V-Amp records a great variety of signals such as EEG, EOG, EKG, EMG and the full range of evoked  

potentials. Sensors for peripheral signals like GSR, blood flow, temperature interface easily with the V-Amp  

auxiliary ports. Handy like a multimeter and powered by an USB port, the V-Amp provides outstanding features: 

On board TFT-display, software controlled AC/DC-coupling, impedance measurement, bipolar as well as fully  

galvanically isolated auxiliary channels and an 8+1 bit trigger port. 

As an alternative to the BrainVision Recorder software, BCI researchers can control the V-Amp by using the Matlab 

based Simulink software or our Software Development Kit. The latter is a very powerful tool-kit that allows setting the 

hardware, performing the impedance check and capturing the data directly from the amplifier by compiling codes in C++. 
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