
Augmented Reality for Board Games
Eray Molla∗

EPFL, CVLab
Vincent Lepetit†

EPFL, CVLab

ABSTRACT

We introduce a new type of Augmented Reality games: By using
a simple webcam and Computer Vision techniques, we turn a stan-
dard real game board pawns into an AR game. We use these objects
as a tangible interface, and augment them with visual effects. The
game logic can be performed automatically by the computer. This
results in a better immersion compared to the original board game
alone and provides a different experience than a video game. We
demonstrate our approach on MonopolyTM 1, but it is very generic
and could easily be adapted to any other board game.

1 INTRODUCTION

Augmented Reality has most certainly an important potential for
the game industry. However, it is still difficult to design AR games
that would appeal to the large public, Sony’s Eye of Judgement,
developed for Sony’s Playstation 3, being one notable exception.

Most of the AR games developed by the community involve vi-
sual markers [7, 17, 5, 4, 12] or Head Mounted Displays [13, 14, 1].
However, visual markers result in a less convincing illusion—Eye
of Judgement developers hid them carefully—and restrict the cre-
ativity of the game designers. HMDs are still cumbersome, and far
from being wide spread among the large public.

Thanks to recent developments [18], markers are not required
any longer, and some games have been proposed for which the reg-
istration is performed using natural features on a mobile device [6].
For most of the proposed approaches, however, the game involves
the players to move around a board with a handheld device. This is
not necessarily comfortable, especially for a long time.

Our approach is therefore to adopt the same setup as Eye of
Judgement, a camera pointing to the real scene, and the augmented
scene visible on a computer screen, but with a different type of
game. Figure 1 shows that we can enhance traditional board games
with virtual elements, by combining existing Computer Vision tech-
niques to locate the board and the pawns. These physical elements
can be manipulated by the players as usual, making our approach
natural to non-expert users.

In the remainder of the paper, we first describe the methods for
detection of game board and object tracking, and present our results
on the MonopolyTMAR game.

2 RELATED WORK

Applying Augmented Reality to games is not new. Since [13]
and [7], probably the earliest references on the topic, different types
of AR games have been proposed.

Early works rely on Head Mounted Devices (HMDs) for the vi-
sualization of the virtual elements [13, 7, 14, 1, 5, 11]. While se-
ducing, HMDs are still uncomfortable as the underlying technology
is not mature yet. Another drawback of early works is the use of
markers, as they are not elegant and constrain the game design.
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With technological and algorithmic improvements, it is now pos-
sible to use natural features instead of markers, and handheld de-
vices for the visualization instead of HMDs [18, 6]. But even
with these new developments, playing AR games does not seem
very comfortable. Most of the proposed game concepts require the
player to remain stood up and to revolve around a table, with his
arms lifted when using a handheld device.

That is why we chose to concentrate on board games, which use
in AR was advocated in [10]. However [10] considers limited Com-
puter Vision techniques—the camera must be on top of the board
for example—or RFID transponders and magnetic field sensors. By
contrast, we use only a simple webcam that can be positioned arbi-
trarily around the board. [5] proposes an AR version of the Chinese
Checkers, but uses markers. The pawns are only virtual and are
moved using a marker equipped with a physical button that must be
pressed, thus loosing the advantage of a tangible interface.

One work closer to ours is [2], which uses recent Computer Vi-
sion techniques to track a textured planar object that can be aug-
mented with a marble maze game. We rely on similar techniques to
detect the board, but we also show how detect the pawns using the
same camera to augment them. In our approach, the visualization is
simply done on the computer screen, as was done in [15] and most
of the current commercial AR applications.

3 TRACKING THE GAME ELEMENTS

In this section, we briefly describe the Computer Vision techniques
we use to localize in 3D the physical support of the game, the board
and the pawns, in the images captured by a webcam to implement
the game logic and add virtual elements. Figure 1 gives an overview
of our approach.

3.1 Detecting the Board
Detecting a planar object like a game board and estimating its pose
in 3D using only natural features is now standard. In practice we
use the BRIEF descriptor [3] to match feature points between a
reference image of the board and the image captured by the camera.
Then the rotation and translation of the board are estimated from
these matches using EPnP [9] and RANSAC.

Knowing the board pose not only allows us to augment the board,
but also to constrain the pawns detection, as described below.

3.2 Detecting the Pawns
The real pawns are moved by the players as a tangible according to
the dice scores, and must be detected so the software can follow the
game progress and transform the pawns into virtual characters.

We use pawns of all the same simple shape, distinguishable only
by their color. We use the Viola & Jones [16] object detector im-
plementation in OpenCV. It originally looks exhaustively over the
whole input image and a range of scales. However, since we are in-
terested only in detecting the pawns at the authorized places on the
board, most of these 2D locations and scales do not correspond to
a physically possible 3D location for a pawn. By using our knowl-
edge of the board pose, computed as described in the previous sec-
tion, we can constrain the detector to consider only these possible
3D locations. This approach was first suggested in [8]. It both
speeds up the search and reduces the rate of false detections. More-
over, since the pawns move very rarely, we run the detector on only
a random subset of the valid locations to save computation time.
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Figure 1: Overview of our approach. (a) We first locate the board using feature point matching. (b) By projecting 3D boxes located at valid
places, we obtain the 2D locations the detector must try to locate the pawns on the board. Only a subset of the 3D bounding boxes is shown
here. (c) The pawn detection and color recognition procedure gives us the location of the pawns on the board. (d) We can now add the virtual
elements. Note that we can correctly orient the virtual characters even if the pawns are symmetric by relying on the board orientation.

Figure 2: The pawns as tangible interface. The players can move their pawns according to the dice score. Note that the algorithm is not
distracted by the other pawns on the table as we consider only valid locations.

As shown in Figure 1(b), we project a large number of 3D bound-
ing boxes the size of the pawns and located at valid places on the
board. By simply taking the 2D bounding boxes of each of these
projections, we get the locations and scales where the detector must
be run.

Since the pawns have the same shape, we still have to estimate
their color to find to which player they belong. Due to the shape
of the pawns we are using, the upper part of the 2D boxes a pawn
includes many pixels from the background, thus we consider only
the bottom part of the box. We rely on a voting scheme: Each pixel
votes for a pawn color—yellow, red, green, blue, or black—based
on its hue and intensity. We finally assign the color that receives the
majority of votes to the pawn.

Our implementation runs at about 20 Hz.

4 CONCLUSION

We have shown how to transform a board game into an Augmented
Reality game using a simple webcam. Our current implementation
does not include game logic, but given the output of the Computer
Vision algorithms, it is straightforward to do. We demonstrated our
approach on a simple game, but the topic is incredible rich: By an-
imating the characters and the board, Augmented Reality can make
traditional board games much more immersive. Doing so, we could
reach a large audience outside of people attracted by technological
novelties, to which current AR applications are still often limited.
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