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Abstract

Head pose estimation from images has recently attracted
much attention in computer vision due to its diverse appli-
cations in face recognition, driver monitoring and human
computer interaction. Most successful approaches to head
pose estimation formulate the problem as a nonlinear re-
gression between image features and continuous 3D angles
(i.e. yaw, pitch and roll). However, regression-like meth-
ods suffer from three main drawbacks: (1) They typically
lack generalization and overfit when trained using a few
samples. (2) They fail to get reliable estimates over some
regions of the output space (angles) when the training set
is not uniformly sampled. For instance, if the training data
contains under-sampled areas for some angles. (3) They are
not robust to image noise or occlusion. To address these
problems, this paper presents Supervised Local Subspace
Learning (SL2), a method that learns a local linear model
from a sparse and non-uniformly sampled training set. SL2

learns a mixture of local tangent spaces that is robust to
under-sampled regions, and due to its regularization prop-
erties it is also robust to over-fitting. Moreover, because
SL2 is a generative model, it can deal with image noise.
Experimental results on the CMU Multi-PIE and BU-3DFE
database show the effectiveness of our approach in terms of
accuracy and computational complexity.

1. Introduction
Automatic estimation of head pose from images has been

a hot research topic over the last decade, inspired by the
increasing demands of many applications such as human-
computer interaction, human behavior understanding and
driver monitoring. For instance, in human-computer inter-
action computers are required to determine the gaze as well
as interpreting head gesturing, e.g., the meaning of head
movements like nodding. This enables very direct means to
interact with virtual worlds, especially for computer gam-
ing. Langton et al. [14] showed that the gaze direction is

Figure 1. Illustration of the Supervised Local Subspace Learn-
ing (SL2) algorithm for continuous head pose estimation. Blue
squares represent training samples, and red dots and green ellipses
the local mean and covariance of the tangent spaces respectively,
learned by SL2. Observe that the training data is sparse and it
does not uniformly sample the space of yaw angle.

a combination of head pose and eye gaze. Head pose es-
timation is also essential to determine the eye-gaze view-
ing direction of a person for applications in driver monitor-
ing or social interaction. In the area of automotive safety,
the driver’s head has been monitored to recognize driver
distraction and inattention to avoid vehicle collisions [21].
Face recognition algorithms use head pose estimation to
render frontal views to improve recognition accuracy [4].

Head pose estimation from images is a challenging prob-
lem because of the large variability of image changes due to
pose, expression, illumination, facial expressions, and sub-
ject variability. A generic (i.e. person-independent) algo-
rithm for head pose estimation has to be robust to such bio-
logical factors and also robust to occlusion, noise, lighting
and perspective distortion. There exists a large amount of
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literature on the topic of head pose estimation, see [22] for
a review. Broadly speaking, these methods can be divided
into: template based methods [23, 3], classification based
methods [12, 13], regression based methods [16, 18, 20],
embedding based methods [26, 25, 2, 1], Active Appearance
Models (AAMs) [6] and geometric methods [10]. Template
and classification based methods are based on template
comparisons that assign test facial images to discrete angles.
Typically these methods might suffer from over-fitting and
are highly sensitive to non-uniform sampled training data.
Manifold embedding techniques produce a low dimensional
representation of the original facial features in supervised or
unsupervised fashion and then uses template, classification
or regression methods to learn a mapping from the low di-
mensional manifold to the angles. Generative approaches
such as AAMs fit a shape and appearance models to the im-
age, typically suffering from lack of generalization to previ-
ously unseen subjects and local minima problems during the
fitting. The geometric methods rely on the detection of fa-
cial features like corners of nose or mouth and wrongly de-
tected features can degrade the overall performance signifi-
cantly. One of the major challenges in learning-based meth-
ods for head pose estimation is to gather enough uniformly
distributed training data for the three angles. Furthermore,
classification and regression-based methods are not robust
to image noise or occlusions in the testing data, whereas
generative models such as AMMs or template based meth-
ods can be easily robustified.

To address the limitations of previous methods, this pa-
per proposes Supervised Local Subspace Learning (SL2),
a method that builds local linear models from a sparse and
non-uniformly sampled training set. SL2 learns a mixture
of local tangent spaces that is robust to under-sampled re-
gions and due to its regularization properties, robust to over-
fitting. Moreover, because it is a generative model, can be
easily robustified to deal with image noise. Figure 1 illus-
trates the main idea behind SL2 and its applications to pose
estimation. Given a very sparse set of training images (blue
squares in the input space) and the corresponding angles
(blue squares) in the output space, SL2 learns a set of lo-
cal subspaces parameterized by a center (red circle) and a
tangent subspace (green ellipses). Experiments in two pub-
licly available databases (BU-3DFE [28] and CMU Multi-
PIE [11]) illustrate the benefits of our approach in compari-
son to state-of-the-art methods.

2. Related Work
This section reviews existing methods for continuous

head pose estimation and discusses its relation to our work.
For a more extensive survey on head pose estimation prob-
lems can be found in [22].

Appearance template methods [23, 3] estimate head pose
by directly comparing facial images with a set of template

images, and assign the angle of the most similar template.
Template based comparison methods such as K-Nearest-
Neighbor (KNN), are usually sensitive to noise (or unde-
sirable factors such as expression or illumination) and typ-
ically need uniformly sampled training data to get accurate
results.

Classification based methods [12, 13] learn a mapping
between the input image and a discretized space of poses.
There are a number of classifiers that have been used such as
multiclass SVMs [15], multiclass linear discriminant anal-
ysis (LDA) or the kernelized version (KLDA [8]). Given
a new test image, the classifiers assign it to a discrete pose
class [27]. These methods also suffer from the non-uniform
sampling in the training data and only return discrete head
pose estimates. Moreover, they are particularly sensitive to
noise in the data (training and testing).

Regression based methods estimate the pose by learn-
ing a linear or nonlinear function between the image and
continuous angles. Several regressors are possible such
as (SVRs) [16, 18, 20] and Gaussian Processes Regres-
sion (GPR) [24]. As classification methods, regression
based methods suffer from irregular distributed training
data, overfit in presence of limited training samples and are
not robust to noise in the training or testing images.

Embedding based methods assume that the pose varia-
tion can be represented by a low-dimensional space [19].
After learning the embedding, a new test image is embed-
ded into the low dimensional manifolds and then classifica-
tion or regression methods are used to compute the angle
in a supervised manner. However, most embedding based
methods are unsupervised in nature and do not extract fea-
tures that incorporate class information. Therefore, there is
no guarantee that the variations in poses can dominate over
other appearance variations such as identity, age, expression
and lighting. To partially solve this problem, Balasubrama-
nian et al. [1] used metric distance learning to remove irrel-
evant dimensions not related to pose changes. This strategy
has shown to improve head pose estimation performance
using Isomap [26, 1], locally linear embedding (LLE) [25],
and Laplacian Eigenmaps (LE) [2]. However, embedded
methods still rely on template matching or regression in the
embedded space [9] for the final angle estimation. More-
over, finding the optimal dimension is still an open research
problem.

3. Supervised Local Subspace Learning (SL2)

This section describes in detail the motivation, formula-
tion and the algorithm for SL2.
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(a) Sampling with a monotonically increasing number of data points.
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(b) Sampling with a random number of data points.

Figure 2. Yaw angle prediction from images in the FacePix
database [17] as a function of training samples. Three methods are
compared: linear RR, PCR (preserving 99% of the energy), KNN
(k=4) using two different sampling strategies. (a) Sampling with
a monotonically changing number of samples. The 90◦ angle has
more samples than the −90◦. (b) Randomly Gaussian sampling
over angles. All training samples are selected randomly. Both
sampling strategies are repeated 50 times and the mean absolute
angular error (MAE) is displayed.

3.1. Motivation

This section illustrates some issues of current algorithms
for pose estimation. Let X = {x1, · · · ,xn} ∈ �d×n 1 be a
matrix that contains the d-dimensional HOG features [7] of
n facial images and let Θ = {θ1, · · · ,θn} ∈ �3×n be, in
general, the 3-dimensional angles (i.e., the yaw, pitch and
roll angle) representing the head’s pose.

Linear regression methods for pose estimation learn a

1 Bold capital letters denote matrices X, bold lower-case letters a col-
umn vector x. xj represents the jth column of the matrix X. All non-
bold letters represent scalar variables. xij denotes the scalar in the row
i and column j of the matrix X and the scalar i-th element of a column
vector xj . Ik ∈ �k×k denotes the identity matrix. ‖x‖2 denotes the
L2-norm of the vector x. tr(A) =

∑
i aii is the trace of the matrix A.

‖A‖2F = tr(ATA) = tr(AAT ) designates the Frobenious norm of
matrix A.

transformation A ∈ �3×d between image features X and
angles Θ by minimizing: A = argminA ‖Θ−AX‖2F . The
optimal A is A = ΘXT

(
XXT

)−1
. However, the matrix

XXT ∈ �d×d is typically rank-deficient due to the high-
dimensionality of the data. Standard methods to solve the
small sample size problems include Ridge Regression (RR)
that introduces a regularization term, or Principal Compo-
nent Regression (PCR) that does the regression on the prin-
cipal components of the data. PCR can potentially remove
dimensions that are maximally correlated with the angles
and RR typically bias the solution towards small angles. On
the other hand, the parameters in regression approaches are
computed as averages over training samples, hence repre-
senting more poorly the angles that are under-sampled. This
effect is illustrated in Figure 2 that shows the pose predic-
tion error in the FacePix database [17]. Figure 2 (a) and (b)
illustrates the errors for three methods using two different
sampling strategies (see caption). In both strategies training
data is sampled randomly and the rest is used for testing.
For both sampling strategies the experiments are repeated
50 times and the mean absolute angular error (MAE) is dis-
played. As shown in Figure 2, regression methods (linear
RR and PCR) tend to produce larger errors in the under-
sampled angle regions, whereas k-nearest neighbor (KNN)
steadily outperforms regression methods. This is because
KNN estimates the angles as locally weighted combinations
of neighboring samples, being less sensitive to the distribu-
tion of training data.

In the case of sparse training samples, KNN has shown
better performance than regression methods. However, a
major disadvantage of KNN during testing is its computa-
tional complexity. KNN needs to compute the similarity
between the test sample with all training data, and this can
be time consuming for many applications. Alternatively,
non-linear regression methods (e.g. kernel regression) suf-
fer from a similar weakness as linear regression and KNN
approaches: (a) parameters of regression can be biased to-
wards densely sampled areas; (b) computationally expen-
sive to match a test point against all training data; (c) lack
of generalization when using few training samples; (d) lack
of robustness to noise. To partially solve these issues, we
propose Supervised Local Subspace Learning (SL2).

3.2. Parametrization of local subspaces

Image features in X are often very high dimensional and
typically are non-linearly related to the angles Θ. The basic
idea of our method is to model image features X with m
local subspaces parameterized by the angles Θ, that is:

X = f(Θ) ≈ f
(
〈c1,G1, θ̂1〉, · · · , 〈cm,Gm, θ̂m〉,Θ

)
. (1)

where 〈ci,Gi, θ̂i〉 refers to the ith local subspace, ci ∈ �d

is the mean and Gi ∈ �d×3 a basis for the tangent space.
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Observe that the latent variable (the angle θ̂) changes con-
tinuously and it is bounded.

To deal with the problem of non-uniform sampling of the
training set, we uniformly sample the output space (angle)
generating several new angles θ̂i, such that the space of an-
gles is uniformly sampled. However, for these new angles,
θ̂i, the image features in the input space are unknown, and
hence cannot be used for testing. For each new sampled an-
gles, θ̂i, we will associate a subspace parameterized by a
mean ci and a basis Gi.

We approximate the function f(·) in Eqn. (1) by its
first order Taylor expansion in the center ci of the ith sub-
space (there are m local subspaces). Each training data
point xp,θp, will be reconstructed from a subset of lo-
cal subspaces. These local subspaces will be determined
by the proximity in angles. That is, the subset of sub-
spaces from which xp will be reconstructed belong to the
neighborhood of the angles close to θp, mathematically
Γp = {i|θ̂i ∈ N (θp), i = 1, · · · ,m}. N (θp) denotes the
index to the neighborhood of θp. Then, xp is approximated
as:

xp ≈ ci +GiΔθpi (2)

where Δθpi = θp−θ̂i. Observe that θp are the set of angles
that are provided in a supervised manner, and θ̂i are a set of
angles that will be uniformly resampled. Eqn. (2) is used as
the building block of the error function of SL2 described in
the next section.

3.3. Error function for SL2

SL2 minimizes:

E (ci,Gi) =

n∑
p=1

∑
i∈Γp

w2
pi‖xp − (ci +GiΔθpi)‖22

+λ
m∑
j=1

∑
i∈Γj

w2
ji‖cj − (ci +GiΔθji)‖22.(3)

Eqn. (3) has two terms. In the first term, each training sam-
ple (xp,θp) is approximated independently using a subset
of local subspaces. The local subspaces are selected by the
angles that are close to θp. The second factor, is a regular-
ization term, that enforces that the mean of each subspace
is to be reconstructed by the neighboring subspaces. This
term ensures that the subspace parameters vary smoothly
and can be estimated from sparse non-uniform data. The
parameter λ = (n/m)2 balances the importance of both
terms. The parameter wpi, weights the contribution of each
neighboring subspace to the data sample reconstruction, and
it is computed as:

wpi =
ψ(θp, θ̂i)∑|Γp|
q=1 ψ(θq, θ̂i)

, (4)

where the function ψ(·) in Eqn. (4) can be any positive val-
ued function inversely proportional to the distance between
angles. For simplicity, in the following, we selected the
following function ψ(θp, θ̂i) = 1

‖θp−̂θi‖2
2

. wji is defined

similarly.

3.4. Learning C and G

Let C = [c1, · · · , cm] ∈ �d×m be a matrix that contains
the mean for the local subspaces and G = [G1, · · · ,Gm] ∈
�d×3m be the concatenated basis associated with these sub-
spaces. We used an Alternated Least-Squares (ALS) algo-
rithm to optimize for C and G. The ALS alternates between
fixing C and estimate G (a linear problem) and fixing G
while estimating C (a linear problem). It is easy to show
that Eqn. (3) is bounded below, and the ALS will monoton-
ically decrease the error. ALS methods typically converge
fast at the beginning and slower close to the critical point.
Without losing generality, we initialize the ith mean ci as
the average of the nearest training data points of xp where
p = argmin

p
‖θ̂i − θp‖22.

3.4.1 Optimizing over G

E(C,G) can be rewritten as follows for a fixed C:

E1 (G) =

n∑
p=1

∥∥[xpe
T − (C+GΔΘp)SΓp

]
Wp

∥∥2
F

+ λ
m∑
j=1

∥∥[cjeT − (C+GΔΘj)SΓj

]
Wj

∥∥2
F
,

where

ΔΘp =

⎛⎜⎜⎜⎝
Δθp1 0 · · · 0
0 Δθp2 · · · 0

· · · · · · . . . · · ·
0 0 · · · Δθpm

⎞⎟⎟⎟⎠ ∈ �3m×m,

and SΓp ∈ �m×k is a 0− 1 selection matrix. The diagonal
weighting matrices Wp = diag{wpi, i ∈ Γp} and Wj =
diag{wji, i ∈ Γj} (as Eqn. (4)). Minimizing E1 (G) w.r.t.
G leads to:

G = (A
(x)
G +A

(c)
G )(B

(x)
G +B

(c)
G )−1, (5)

where A
(x)
G =

∑n
p=1

(
xpe

T −CSΓp

)
WpW

T
p S

T
Γp
ΔΘT

p ,

and A
(c)
G = λ

∑m
j=1

(
cje

T −CSΓj

)
WjW

T
j S

T
Γj
ΔΘT

j .

Similarly, B(x)
G =

∑n
p=1 ΔΘpSΓpWpW

T
p S

T
Γp
ΔΘT

p , and

B
(c)
G = λ

∑m
j=1 ΔΘjSΓjWjW

T
j S

T
Γj
ΔΘT

j .
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3.4.2 Optimizing over C

Similarly, we can rewrite E(C,G) for a fixed G as:

E2 (C) =
n∑

p=1

∥∥[xpe
T − (C+GΔΘp)SΓp

]
Wp

∥∥2
F

+ λ

m∑
j=1

∥∥[C (
sje

T − SΓj

)−GΔΘjSΓj

]
Wj

∥∥2
F

where sj is the 0 − 1 selection vector such that Csj = cj ,
and

ΔΘj =

⎛⎜⎜⎜⎝
Δθj1 0 · · · 0
0 Δθj2 · · · 0

· · · · · · . . . · · ·
0 0 · · · Δθjm

⎞⎟⎟⎟⎠ ∈ �3m×m.

Optimizing E(C,G) over G results in,

C = (A
(x)
C +A

(c)
C )(B

(x)
C +B

(c)
C )−1, (6)

where A
(x)
C =

∑n
p=1

(
xpe

T −GΔΘpSΓp

)
WpW

T
p S

T
Γp

and A
(c)
C = λ

∑m
j=1 GΔΘjSΓjWjW

T
j

(
sje

T − SΓj

)T
.

Similarly, B
(x)
C =

∑n
p=1 SΓp

WpW
T
p S

T
Γp

, and B
(c)
C =

λ
∑m

j=1

(
sje

T − SΓj

)
WjW

T
j

(
sje

T − SΓj

)T .

3.5. Estimating the angle for a test data point

For a new test data point xt, its neighboring subspaces
in Γt are found in two steps for efficiency purposes: (1) find
2|Γt| candidate subspaces whose centers are closest to xt

in the input space; (2) select the |Γt| neighboring subspaces
from the 2|Γt| candidates with the least reconstruction er-
rors. Then the weight wti is computed using Eqn. (4) where
θi is the angle associated with the center of the ith subspace
(i ∈ Γt). Finally, the optimal angle θt is computed by min-
imizing the reconstruction error for xt,

Et (θt) =
∑
i∈Γt

w2
ti

∥∥∥xt −
[
ci +Gi(θt − θ̂i)

]∥∥∥2
2

(7)

Minimizing Et (θt) with respect to θt leads to:

θt =

(∑
i∈Γt

w2
tiG

T

i Gi

)−1 ∑
i∈Γt

w2
tiG

T

i

(
xt − ci +Giθ̂i

)
.

Observe that during testing SL2 is more efficient than
WKNN, GPR, kernel SVR and Biased manifold. The most
computational expensive part of the SL2 is computing θt

(after Eqn. 7), that has a complexity of O(md+3dk), where
k is the number of neighboring subspaces, m is number of
subspaces and d is the dimension of HOG features. Other
methods need to store all training data points, and compute
similarities between a test data point and the training set,
that has a computational cost about O(3n+nd), where n is
the number of training samples, and typically n � m > k.

4. Experimental results
We provide qualitative and quantitative evaluations of

our method and compare it with state-of-the-art approaches
on two standard databases: CMU Multi-PIE [11] and BU-
3DFE databases [28].

4.1. CMU Multi-PIE

This experiment uses 5648 annotated images from the
Multi-PIE database [11], which contains head images of
336 subjects illuminated by a frontal light source under 13
viewing angles and 6 expressions (neutral, smile, surprise,
squint, disgust and scream). The yaw angles vary from the
left profile (−90◦) to the right profile (+90◦), and there is
a total of 13 discrete angles spaced by 15◦. All images are
cropped according to manually annotated landmark points
and normalized to 128 × 128 pixels. Figure 3 illustrates
some examples. We randomly selected 50% of the data for
training (2824 images) and the remaining 50% for testing.
The subjects in the training are not present during the test-
ing.

Figure 3. Examples of the cropped head images from the CMU
Multi-PIE database.

Figure 4 visualizes the training process for the SL2 with
the number of subspaces and the neighboring subspaces be-
ing set to 41 and 4 respectively. Figure 4 (a) shows the
projection of ci onto the first three principal components of
the data. Each blue curve represents the set of means (ci) at
one iteration step. At the initial state, (thick blue dots) the
means of the subspaces are the image features with the clos-
est angle. Therefore, as shown in Figure 4 (a), the initial 41
subspaces are not equidistantly distributed, many of them
overlap with each other (hence only a few blue dots can be
seen as compared to red dots). This is because the images
in the Multi-PIE database only contains discrete poses sepa-
rated by 15◦ in yaw angles, and therefore some initial mean
assignments are the same. Using SL2, the means gradu-
ally converge to a stable value (thick red dots) where the
41 subspaces are equidistantly spaced. Figure 4 (b) shows
how the energy function E(C,G) monotonously decreases
using the ALS strategy.

Table 1 presents a quantitative evaluation of SL2 for
different number of subspaces and neighboring subspaces.
The number of subspaces are 21, 41, 81 and 161, and the
the corresponding spacing between angles is 9◦, 4.5◦, 2.25◦

and 1.125◦ respectively. Table 1 shows that the Mean Ab-
solute Angular Error (MAE) error decreases with the num-
ber of subspaces (as expected) but not necessarily with the
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Figure 4. Visualization of the training process for SL2 (41 sub-
spaces) on the Multi-PIE database. (a) Changes of the subspaces
(projection onto the first three principal components) through iter-
ations from the initial state (thick blue dots) to the converged state
(thick red dots). (b) E(C,G) over iterations.

number of neighboring subspaces (unless many subspaces
are selected).

Table 1. Quantitative evaluation on the Multi-PIE database. The
MAE varies with the number of subspaces (“#S”)and the neigh-
boring subspaces (“#NS”).

�����#S
#NS

2 4 8

21 6.06◦ 9.18◦ 12.81◦

41 4.60◦ 5.28◦ 7.95◦

81 4.41◦ 4.42◦ 4.86◦

161 4.90◦ 4.56◦ 4.33◦

4.2. Comparison with state-of-the-art methods

This experiment compares the performance of SL2 with
weighted k-nearest neighbor (WKNN) [9], regression based
methods such as Linear Ridge Regression (Linear RR),
Gaussian Process Regression (GPR) [24] and and Support
Vector Regression (SVR) [18]), and Biased Manifold [1]).
We used the publicly available BU-3DFE Database [28].

Figure 5. Examples of head images generated from the BU-3DFE
database.

To test the performance of the algorithms against non-
uniform sampling of the training set, we generated head
images by rendering 3D models (laser scans of real hu-
man heads) originating from the BU-3DFE database [28].
The 3D database contains 100 subjects (56% female, 44%
male), the age ranging from 18 to 70 years old, with a vari-
ety of ethnic/racial ancestries, including White, Black, East-
Asian, Middle-east Asian, Indian, and Hispanic Latino. The
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Figure 6. Angular distribution of dataset (I) consisting of 3798 im-
ages generated from the BU-3DFE database with varying yaw an-
gle within ±90◦. The blue stars represent the training data and the
green dots represent the testing data. (a) The training set is densely
sampled in ±90◦. We used 760 images (about 20%) for training
and the remaining 3038 images for testing. (b) The training set
is sparsely sampled containing only 79 (about 2.1%) images, the
remaining 3719 images are used for testing. The blue starts are the
training data.

(a) (b)

Figure 7. Visualization of SL2 results on dataset (I). Trained
means for (a) densely sampled dataset (I) and (b) sparsely sampled
dataset (I). The dots represents projection onto the three principal
components of the data.

textures are provided as real photographs including the in-
formation of how to map the texture to the 3D shape of the
laser scan. The background of each rendered image was
set to an arbitrary image in order to simulate a non-uniform
background. We randomly rotated the head models and pro-
duced two datasets: (I) yaw angle variations within ±90◦

(3798 images); (II) pitch and yaw angles within ±30◦ and
±90◦ respectively (6000 images). Some of the generated
images can be seen in Figure 5. In both datasets (I) and
(II), the ground truth of the angles was automatically as-
signed during rendering without doing a cumbersome man-
ual labeling.

As shown in Figure 6, for dataset (I), we split the training
set (blue stars) and testing set (green dots) with to different
sampling strategies. First, the training data is densely sam-
pled between [−90◦, 90◦], and we used 760 images (about
20%) for training and the remaining 3038 images for test-
ing. Second, the training data is sampled very sparsely,
containing only 79 (about 2.1%) images, and the remain-
ing 3719 images are used for testing. In both settings, there
is no overlap between subjects in training and testing.
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Table 2. Comparison of the algorithms on dataset (I) (Figure 6) and dataset (II) (Figure 8) in terms of the Mean Absolute Error (MAE),
Standard Deviation (SD) and the number of data points (NData) required for testing.

MAE±SD
(NData)

WKNN Linear RR GPR SVR Biased Manifold SL2

Dataset (I)
dense

8.78◦ ± 12.92◦

(760)
22.69◦ ± 20.21◦

(1)
20.89◦ ± 18.26◦

(760)
18.25◦ ± 16.42◦

(760)
8.56◦ ± 11.39◦

(760× 2)
8.78◦ ± 11.67◦

(41)

Dataset (I)
sparse

11.09◦ ± 13.37◦

(79)
29.51◦ ± 24.50◦

(1)
22.72◦ ± 20.76◦

(79)
19.55◦ ± 17.55◦

(79)
9.47◦ ± 12.47◦

(79× 2)
7.36◦ ± 13.11◦

(41)

Dataset (II) 10.93◦ ± 4.57◦

(4188)
13.86◦ ± 8.78◦

(1)
7.96◦ ± 4.54◦

(4188)
11.80◦ ± 7.50◦

(3114)
15.55◦ ± 6.45◦

(4188× 2)
5.68± 3.47◦◦

(300)
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Figure 8. Experiment on dataset (II) with SL2 performing on 6000
images generated from the BU-3DFE database with yaw angles in
the range of ±90◦ and pitch angles vary in ±30◦. (First row) The
blue crosses represent the 4188 training data and the green dots the
1812 testing data. (Second row) In the output space of the angles,
the red dots represent the equidistantly resampled angles for train-
ing the subspaces. (Third row) Visualization of the trained means
in the input space using SL2 projected onto the three principal
components of the data (the red dots on the mesh).

The parameters of the methods under comparison were
set as follows. WKNN used the same weighting scheme as
in Eqn. (4) and performs a 4-nearest neighbor search in the
training data. The nonlinear SVR made use of the RBF ker-
nel. The parameters are selected with cross-validation (us-
ing the package libsvm [5]). The Biased Manifold method
found a 100 dimensional embedding using 50 nearest neigh-
bors (following [1]). The mapping from the input data to the
embedded space was learned (as in [1]) using a Generalized
Regression Neural Network regressor (GRNN). Finally, a
weighted 4-nearest neighbor search is used in the embedded

space to compute the angles for the test data. Our method
(SL2) uses 41 subspaces and 4 neighboring subspaces.

Figure 7 visualizes the means (C) of the subspaces
learned by SL2 on the dataset (I) projected onto the three
principal components of the data. The blue stars represent
the training data, and the red dots the projects of the sub-
space means onto the first three principal components. It
can be seen that SL2 is very robust to the lack of uniform
distribution in the training data. Quantitative results are
summarized in the first two rows of Table 2. For the densely
sampled dataset (Figure 6 (a)), our method outperforms ex-
isting approaches. Recall that WKNN and SVR required
the storage of all 760 training data points, the biased man-
ifold method needed to store 760 low-dimensional embed-
dings of the training data, while our method only uses 41
subspaces. For the sparsely sampled dataset (Figure 6 (b))
our method still gives the best MAE compared to the signif-
icantly degraded performance of all other methods. In both
cases, our method still requires only 41 subspaces while
other methods require all 79 training data points and pro-
duced worse errors. Note that the standard deviations for
Dataset I are typically large, because some of the test im-
ages with angles close to ±90◦s are mistakenly associated
to ∓90◦s due to the high noise level in the data.

For dataset (II), Figure 8 (first row), we selected the
training set (blue crosses, 4188 images) containing only
data points outside of the square region in which the 1812
(green dots) images were used for testing. In Figure 8 (sec-
ond row), the space of angles, the red dots are the equidis-
tantly resampled angles for training the subspaces in the in-
put space. In this experiment, SL2 used 300 subspaces (30
intervals along the yaw angles and 10 along the pitch an-
gles) and 8 neighboring subspaces.

Figure 8 (third row) visualizes the means of the sub-
spaces projected onto the first three principal components
(the red dots on the mesh). The smoothness of the mesh in-
dicates that the missing data, i.e., the green dots in Figure 8
(first row), has only a little effect on SL2. The qualitative
results are listed in the last row in Table 2. SL2 produces
the best MAE using only 300 subspaces and outperforms
the other methods.
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5. Conclusion and Future Work
This paper presents SL2, a supervised generative

method to learn a mixture of local subspaces that is robust
to noise, lack of training samples and non-uniform sampled
data. We have shown that SL2 outperforms state-of-the-
art methods, both in accuracy and computational complex-
ity, on the problem of continuous head pose estimation us-
ing the BU-3DFE and CMU Multi-PIE database. One rea-
son for the superior performance of SL2 is that it performs
a supervised resampling of the manifold which results in
equidistantly spaced subspaces in both the input space and
the output space. Throughout the paper, we have shown
the application of SL2 to the head pose estimation prob-
lem; however, SL2 is a more general supervised learning
algorithm and in future work we plan to apply it to other
problems such as body pose estimation or facial expression
synthesis.
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