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Figure 1. Two parties using our system in a tele-collaboration session. (a) The remote user generates visual instructions on a high-quality light field
representation, which has been captured and shared by the local user. Our system supports guided capturing of the light field using off-the-shelf mobile
devices. Subsequently, it enables annotating the representation using simple gestures on a mobile touch screen. (b) The local user follows the visual
instructions in Augmented Reality.

ABSTRACT
Remote assistance represents an important use case for mixed
reality. With the rise of handheld and wearable devices, remote
assistance has become practical in the wild. However, sponta-
neous provisioning of remote assistance requires an easy, fast
and robust approach for capturing and sharing of unprepared
environments. In this work, we make a case for utilizing in-
teractive light fields for remote assistance. We demonstrate
the advantages of object representation using light fields over
conventional geometric reconstruction. Moreover, we intro-
duce an interaction method for quickly annotating light fields
in 3D space without requiring surface geometry to anchor an-
notations. We present results from a user study demonstrating
the effectiveness of our interaction techniques, and we provide
feedback on the usability of our overall system.
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INTRODUCTION
Milgram and Kishino [25] define Mixed Reality (MR) as the
continuum encompassing Augmented Reality (AR) and Aug-
mented Virtuality (AV). One particularly important application
that emerges from the combination of AR and AV is remote
assistance, where an expert (remote user) helps a worker (local
user) in operating or repairing a physical object on location.
AV provides the remote user with a live representation of the
local user’s physical environment in addition to tools for ex-
ploring and annotating the shared environment with visual
instructions [9, 15, 29]. The local user’s AR display overlays
the physical environment with the visual instructions that were
generated by the remote user.

Implementing such a remote assistance application faces two
key challenges. First, the remote user requires a virtual rep-
resentation of the local user’s environment, which must be
provided on the fly and allows for identifying all details neces-
sary to complete the task. Second, both local user and remote
user require intuitive interaction techniques for exploring and
annotating the shared environment. Therefore, exploration
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and annotation must be performed in 3D space to register the
information correctly in the local user’s environment.

In this work, we are particularly interested in mobile sce-
narios, as those are free of spatial constraints that encumber
spontaneous use on stationary hardware. However, existing
approaches relying on mobile devices for remote assistance
are often restricted to 2D representations [43], provide 3D rep-
resentations of limited visual quality [9] or rely on additional
stationary equipment [31]. Moreover, we experienced that,
in addition to the limited visual quality, existing approaches
struggle to create proper virtual representations of featureless,
transparent or shiny objects.

To address these challenges, we propose a new approach to
remote assistance, which does not require a geometric model,
but, instead, purely relies on an image-based representation in
the form of an unstructured light field [5], i.e., a database of
images registered in 3D space, which represent a sampling of
the light rays emitted from the local user’s workspace.

As we will show, light fields offer many advantages over previ-
ous approaches. For example, no depth sensor is required, and
reconstruction is not adversely affected by textureless, shiny or
transparent surfaces. This robustness is an essential advantage
of light fields over traditional reconstruction approaches, for
instance, when considering industrial environments with lots
of metallic surfaces. This enables our approach to work in
many more environments compared to existing MR remote
assistance systems. Figure 1 shows an example of this on a
metallic engine, which would be challenging for traditional
reconstruction methods commonly used in MR [10]. While
light fields offer high visual quality, they also face challenges
complicating their use in remote assistance applications. Cre-
ating light fields can be time-consuming, which is critical for
remote assistance applications. Furthermore, a naive light field
implementation results in a large number of images, which
easily exceeds what can be transmitted, stored or rendered on
mobile devices.

Finally, light fields lack explicit 3D geometry, making them
difficult to interact with or modify [18]. Common tasks, such
as placing graphical annotations on object surfaces captured as
light fields, are not trivial without depth or surface information.

The Mixed Reality Light Fields presented in this paper address
these issues. In particular, we provide a practical approach
for utilizing unstructured light fields in MR on mobile de-
vices. To demonstrate capturing, processing and annotation
of light fields, we chose a challenging application, namely,
remote assistance. In this application, we use light fields as
a robust, high-fidelity representation of challenging scenes
containing transparent, thin and shiny objects. Using Mixed
Reality Light Fields, we do not only support a novel form of
instant exploration of reconstructed objects, but we also sup-
port collaboration in the shared space through a novel interface
for the navigation and annotation of remote scenes. Overall,
we present the following contributions:

• We present a novel approach for interactively capturing,
transmitting and rendering light fields on mobile devices.

• We introduce a user interface for annotating light fields with-
out explicit surface information, using automatic extraction
of depth from focus when needed.

• We report the results of a user experiment for evaluating our
new method in a remote assistance scenario.

RELATED WORK
To our knowledge, our work is the first approach of MR remote
assistance based on light fields. In the following, we look into
related work in these two areas, with a specific focus on model
representations and interaction in MR remote assistance and
interactive light field processing.

MR remote assistance
Mixed Reality remote assistance has been successfully demon-
strated using hand gestures performed by the remote user and
spatially registration to the local user’s environment [2, 14, 43].
Previous approaches rely on dedicated sensing hardware, such
as a Microsoft Kinect [16, 38] or Leap Motion sensor [19].
Visual remote instructions have also been implemented by
adding interactive annotations to the shared representation
of the local user’s environment. Drawing into the live video
stream is a simple way to point the attention of the remote
user to important objects and places [27]. However, such 2D
overlays can only work from a static point of view [1].

Consequently, other research has explored the use of annota-
tions registered in 3D [7]. Early systems use marker tracking
to identify planes in the remote environment, where the remote
user can place AR annotations [8]. Later work considered vari-
ous forms of online 3D reconstruction to place AR annotations
with respect to the 3D structure [9, 10, 30]. All these anno-
tation techniques are intimately tied to the characteristic and
geometric quality of the shared environment reconstruction.

Arguably the simplest form of sharing an environment is by
transmitting a live camera stream captured from a single point
of view [41], which today is the standard approach for video
chat applications, such as Skype. These approaches commonly
use static cameras and do not offer the remote conversation
partner an independent point of view into the environment [40].
Since a static viewpoint limits the feeling of presence [27, 43],
tele-presence research using mobile devices has focused on
view control. For example, on-the-fly panorama stitching al-
lows remote users to freely rotate their view in an otherwise
static environment [8, 27, 43]. Other work has considered
robotic camera control. For example, Kratz et al. [21] intro-
duced a robotic arm for letting the remote user control the
position and orientation of the remote camera.

Obviously, a full 3D representation of the environment over-
comes most of the issues concerning view independence. A
common shortcut is to expect that the environment is scanned
before the actual collaboration begins. Since this defeats our
goal of spontaneous remote assistance in the field, we limit the
following discussion to approaches that generate reconstruc-
tions spontaneously when required.

Kasahara et al. [19] presented an approach that creates a sparse
3D model on the fly by rendering spatially aligned keyframes



from a simultaneous localization and mapping (SLAM) sys-
tem. Sparse SLAM maps have also been converted into tex-
tured polygonal meshes [38, 9], yet, of general low visual
quality. With advancements in depth cameras, casual scan-
ning [35, 6] is now much more feasible than even a few years
ago. However, real-time scanning with high geometric and
photometric fidelity still requires better sensors and more com-
putational power than typically available on a mobile device.
Moreover, the quality of geometric reconstruction is often
severely degraded for textureless, shiny or thin objects even
when high-quality scanning systems are employed, which is a
major gap addressed in this work.

Representation of and interaction with light fields
Our key idea is to use an unstructured light field of the remote
environment instead of a textured surface model to overcome
the constraints of existing approaches. A light field is a collec-
tion of light rays passing through space [11, 23]. Rendering a
light field does not require any geometrical approximation of
the remote environment and supports a large variety of objects
and material properties. Light fields directly capture photomet-
ric appearance, enabling the reproduction of highly detailed
geometry and complex materials.

Light fields require densely spaced images. Therefore, light
field capturing has traditionally used special setups such as
camera arrays [42], microlens arrays [28] or focal stacks [33].
Since the required hardware is often not available, single-
camera acquisition in combination with user guidance for
light field capturing has been proposed as an alternative [4, 5].
Similar to visual guidance for traditional 3D reconstructions
(e.g. using mobile phones such as proposed by Kolev et al.
[20] or in Qlone1), user guidance for capturing light fields
approaches determine sampling requirements in real time and
provide visual feedback to guide the user to discrete positions
required for capturing a dense light fields [24]. Our approach
is inspired by these methods but does not aim to capture a
complete light field. Instead, to best preserve bandwidth, we
collect just enough information to enable the remote user to
annotate the representation in 3D.

One specific challenge of light fields is the lack of 3D sur-
face information, which affects the ability to interact with
light fields using traditional editing tools. Therefore, Jarabo et
al. [18] investigated WIMP interfaces for editing light fields
using multi-view techniques and manual adjustment of the fo-
cus plane of the light field. Both techniques allow overcoming
the lack of geometry. However, the former is time-consuming,
while the latter introduces the need for continuous adjustment
of the focal plane, which distracts from the actual editing
task. More importantly, their work also integrates 3D that can
be reconstructed from light fields although in a computation-
ally expensive approach. Instead, our work aims for mobile
devices tracked in 3D instead of 2D WIMP interfaces. In addi-
tion, we cannot rely on depth knowledge, because it would be
too expensive and time-consuming to recover, or, even worse,
might not possible at all because of the challenging material
characteristics. Instead, our approach works in the wild and
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on mobile devices by using 2D image information together
with automatic adjustment of the focus plane.

In summary, apart from their conceptually introduction in
patents such as in Gu et al. [12] light fields have not been uti-
lized in mixed reality and remote assistance as their challenges
(capture and interaction) have so far out-weight their advan-
tages (visual quality). In this work, we introduce a system and
user interface showing how to overcome these challenges.

SYSTEM OVERVIEW
We present a complete end-to-end system for remote assistance
in MR using light fields. Our system provides an AV interface
for the remote user and an AR interface for the local user [25].
The system records and captures a scene, sends the recording
to the remote user, who annotates it with visual instructions
and sends the annotations back for visualization in AR (see
Figure 2 for an illustration of the components of our system).

In contrast to existing approaches, which use geometric recon-
struction, our system is based entirely on images. While this
trivially allows reproducing otherwise difficult to reconstruct
real-world objects, the surrender of a geometric representation
makes a new approach for the collaborative workflow neces-
sary. We provide an overview of the workflow components in
the remainder of this section.

Scene Capture. We start by capturing an image database using
the built-in camera of the user’s mobile device and sending
it over the network. To limit the captured images to a man-
ageable amount, we follow a strategy of overview+detail [37].
Initially, the user interface presents a minimal set of regis-
tered images for the remote user to chose from. The choice
is relayed to the local user with the inquiry to scan selected
locations with denser sampling (Figure 3(a)). The result of
this dialogue is a set of local light fields in a common refer-
ence system, captured where deemed necessary by the remote
user for supporting the subsequent placement of annotations.
Figure 2(a) illustrates our interface for capturing the dense
local light field. Sampling is guided by visualizing a sphere of
directions, indicating by color-coding which directions have
already been sufficiently sampled.

Scene Exploration. Exploring the remote environment serves
two purposes. First, it supports optimizing the capturing pro-
cess by providing the interface for guiding the local user to
those locations where more data capturing is needed. Second,
based on a captured local light field, it supports validating and
refining the 3D placement of the AR annotations. Therefore,
our approach for remote exploration supports camera control
with six degrees of freedom based on light field rendering in
combination with an overview visualization of all available
viewpoints (Figure 2(b)).

Scene Annotation. After exploring the shared environment,
the remote user defines one or more support planes within the
3D remote coordinate system. A support plane serves as a
canvas for drawing via the touchscreen of the mobile device.
Placement of support planes is assisted by an approximated
depth and surface normal, computed dynamically via depth
from focus. The location where depth is estimated in the light



Figure 2. Overview. (a) Scene capture: The local user shares the environment by capturing a local light field. The sampling process is visually guided by
a 3D sphere that surrounds the object of interest. The sphere color encodes the current sampling density per subtended angle, allowing to identify those
regions of the light field that require more sampling. The target sampling density is automatically specified by the system but may be adjusted by the
remote user on demand. (b) Scene exploration: The remote user explores the light field using image-based rendering techniques. (c, d) Scene annotation:
Once a suitable viewpoint has been reached, the remote user places a plane in 3D and starts annotating it with drawings sketched on the touchscreen of
the mobile device. (e) AR visualization: The visual instructions are sent to the local user and presented within the 3D coordinate system that was used
for capturing the light field. Therefore, the visual instructions naturally appear as 3D-registered augmentation in the local user’s environment.

field is interactively indicated by the remote user with a single
touch gesture. (Figure 2(c)).

AR Visualization. Since local user and remote user share
the local user’s local coordinate system, the 3D annotations
created by the remote user can be presented directly in the
local user’s AR display (see in Figure 2(d)).

INTERACTIVE DATA CAPTURING
Sharing a light field of the entire environment is expensive in
terms of time, network and computational resources. There-
fore, we capture and send only local light fields. A local light
field represents a small section of the environment. In our
application, it represents the structure that the remote user is
going to annotate. The remote user informs the local user of
the locations where local light fields should be acquired, so
that the resulting image density is sufficient for maintaining a
high visual quality of the environment, thus, allowing a precise
anchoring of annotations. For this purpose, spatial guidance is
provided to the local user.

Spatial user guidance
A remote assistance session starts by asking the local user to
capture an overview of the environment. The local user is
instructed to acquire a coarsely spaced collection of images
by pointing the tracked mobile camera at objects identified as
potentially interesting. While capturing the images, our sys-
tem records the tracked position and orientation of the user’s
camera using ARCore. Similarly to the work by Sukan et al.
using snapshots [39], we use the camera poses to present the
data as 3D registered annotations of the real and the shared
virtual environment. In addition, we automatically label the
snapshots to allow referring to images by their name (View 0
in Figure 3(a, b)). Note that the image appears in both envi-
ronments, on the remote user’s mobile device (Figure 3(b)) as
well as within the local user’s AR environment (Figure 3(a)).

Guided light field capture
After the remote user identifies the structure to be annotated,
the local user captures local light fields. Capturing is auto-
matically triggered when the mobile device is close to the
snapshots marked by the remote users as interesting. The local
user only has to move the camera towards these snapshots,
which are displayed as overlays in the AR view. We found
that capturing a spherical light field [17] is a good fit for our
needs, since we want to provide the highest detail in the area
of interest. The spherical setup ensures that captured rays are
oriented towards a single point of interest, the center of the
sphere. This provides the highest sampling density for the
structure that the remote user is going to annotate.

To restrict the amount of data that must be transmitted over
the network, we capture only a small section of the spherical
light field. The relevant section is defined by a rectangular
window cut-out on the sphere surface. Therefore, the local
user first captures four images of the object of interest from the
four corner points of the window. We found that a subtended
angle of approximately 30◦ gives enough variation to create
high-quality light field renderings. Since the distance of the
user to the object of interest can vary, we do not prescribe a
minimal subtended angle for a local light field, but, instead, let
the local user extend the subtended angle explicitly if deemed
necessary. This strategy avoids forcing the user to cover large
distances with the camera for far-away objects.

After the system derives the center and the bounds of the local
light field, it visualizes the light field coverage as a tessellated
sphere. The resolution of the tessellation corresponds to the
desired sampling density. The user’s task is to move the de-
vice around while keeping the object of interest close to the
center of the screen. The portion of the sphere currently in
the line of sight to the center changes color when an image
is captured. Thus, the capturing process becomes a coloring



Figure 3. Spatial user guidance: (a) The local user initiates the session by taking one or more pictures of the scene. The pictures are spatially registered
in AR and automatically labeled to simplify communication. Note the label “View 0” in this example. (b) The 3D registered images are immediately
sent to the remote user to enable coarse scene exploration. The remote user can then guide the local user to different locations by drawing hints on
a world-registered, virtual ground plane. (c) The annotations are sent to the local user and visualized as registered AR overlay. Once a satisfactory
location has been found, the remote user can place a highlight on the correct picture frame. The local user then starts capturing a local light field as
outlined in Figure 2(a).

task that supports the user to identify sufficiently sampled and
under-sampled areas of the light field. After a local light field
is considered complete, its center is re-computed as the closest
point to the optical axes of all captured images.

SCENE EXPLORATION
The remote user explores the scene using a mobile device with
a touchscreen, i.e., a tablet or smartphone. The remote user
may navigate by orbiting around the center of the spherical
light field and zooming towards it. For fast visual feedback,
we blend the closest two views when the virtual camera is
in motion. During the exploration, we automatically transi-
tion the virtual camera to the closest keyframe. This strategy
presents the scene in the highest possible quality whenever
the virtual camera is not in motion. A similar strategy was
used by Gauglitz et al. [10]. However, the effect of our version
produces significantly better results, as our scene representa-
tions consist of densely sampled views instead of just a sparse
set of keyframes. For a sufficiently dense sampled light field,
transitions between two captured frames are barely noticeable.

SCENE ANNOTATION
Common tasks during a remote assistance session include the
identification of objects (using a circular outline around the ob-
ject or a cross-hair at its center), the communication of object
movements (using a arrow), placement of objects (drawing the
outline of the object at the target place), handwriting, and any
combination of identification, movement and placement.Our
system is designed to support these types of visual instructions
by mapping arbitrary 2D drawings to registered 3D AR an-
notations. Via a support plane, the remote user can draw 2D
strokes on the touchscreen. The drawings are presented as an
AR overlay to the local user. The remote user can create any
number of planes and can draw any number of instructions
on each of them. When finished, the remote user releases an
annotation to the local user.

After receiving the light field, the remote user navigates the
virtual camera to a suitable viewpoint for drawing the annota-
tions. Upon a single tap on the object of interest, the system
automatically determines the corresponding depth of the se-
lected area, where it places the support plane as a canvas for
the remote user’s freehand drawing, e.g., outlining an object
to guide the local user’s attention. The drawing plane is ini-
tially oriented parallel to the camera’s image plane, but can
be adjusted subsequently, if necessary. We first describe our
approach to automatically place the drawing plane, before we
outline the interface for refining the initial placement.

Automatic canvas placement
To draw annotations in a light field, we automatically place
a drawing plane at the depth of a user-selected structure. We
estimate this depth from evaluating a synthetic focal stack F ,
which we generate by rendering the light field at different focal
planes. Subsequently, we search the focal stack F for the slice
f that gives the sharpest image according to the metric ε ,

f ← min
I f∈F

ε(IKF, I f ), (1)

where IKF is the image in the light field at the current viewpoint,
and ε defines how well the focal slice I f matches IKF,

ε(IKF, I f ) = ∑
u∈N

(IKF(u)− I f (u))2, (2)

where N is a N×N window centered at u, which is the point
of the user selection. Note that, compared to conventional
auto-focus photography, our approach benefits from the fact
that an all-in-focus image (IKF) is available as a ground truth.
Therefore, we can directly compare the sharpness, rather rely-
ing on statistical measures within an image patch [22, 32].

The accuracy of our depth estimation approach depends on
the quality of each image in the synthetic focal stack. A good



Figure 4. Auto-focus estimation via synthetic focal stack rendering and interpretation: (a) Camera image for the current view position. The point we
want to focus on is denoted as u. (b) The search window N defines the reference image for our focus metric ε . (c) A synthetic focal stack is generated,
proving test images at regular intervals along Z−1. In this example, the aperture size a = 3 and window size N = 15 has been used. (d) The minimum of
our focus metric ε denotes the best match in the focal stack, from where the depth of u can be determined.

focal stack for a subsequent auto-focus analysis provides a
sharp image only at the distance of the selected structure. We
achieve this by following the approach for unstructured light
field rendering proposed by Davis et al. [5], which we modified
with a novel non-linear blending scheme.

In the unstructured light field approach, the geometric proxy of
the triangulated viewpoints results in piece-wise linear interpo-
lation of the three closest viewpoints, which form overlapping
rings of triangles. Each ring consists of a shared vertex and
surrounding vertices v0 and vi (2 ≤ i) with the highest and
the lowest weights, respectively. Within each triangle forming
a ring, the weights are linearly interpolated from the shared
center to the outer vertices.

Note that Davis et al. [5] used cubic interpolation across two
rings to ensure smoothness with vertex-wise linear blending.
We use faster piece-wise linear interpolation, but re-map the
weights wL to achieve pixel-wise non-linear weighting wNL,

wNL = sin(wL π/2). (3)

This pixel-wise non-linear interpolation achieves a natural
Bokeh effect when combined with synthetic aperture. Given
a user-defined aperture size a (≥ 1), a synthetic aperture is
simulated by shifting the surrounding vertices vi in each ring
from the shared center vertex v0 to a new position v′i at the rim
of the aperture on the focal plane at distance f ,

v′i = f (max(a,1) d+P(v0)) , (4)

where d=P(vi)−P(v0), and P([X ,Y,Z]T) projects a 3D point
to a depth-normalized plane as [X/Z,Y/Z,1]T.

After projecting all rings and summing up all projected pixel
colors, the resulting colors are normalized with respect to
the sum of the weights. The resulting quality of the depth
of field depends on the number of images that we blend for

each triangle of the geometry proxy, determined by the pa-
rameter a in Equation 4. The larger a, the smaller the depth
of field becomes. However, using more images causes higher
computational costs for pixel blending. Changing aperture
furthermore requires to adapt the window size N.

A minimum of three images must be blended on a single
triangle proxy. This configuration (a=1) results in the sharpest
possible image. There is no upper bound on a, but blending
across a large portion of the proxy mesh slows down the light
field rendering. We empirically found that a = 3 in a 15×15
window represents a good trade-off between performance and
quality on a Samsung Galaxy S9. We used this setting in the
user study.

Canvas refinement
We support adjusting the canvas interactively to align its ro-
tation and translation when needed. Therefore, we allow ad-
justing yaw and pitch rotations using the two modifiers shown
in the center of Figure 5(b). By pressing and dragging one
of the modifier buttons, the user can rotate the drawing plane.
The modifiers act as clutches, making all modifications incre-
mental. Larger displacement can be aggregated by repeating
smaller motions. In addition to the rotation modifiers, the user
can fine-tune the position of the annotation plane by dragging
the slider on the far right of the interface back and forth (see
Figure 5(b) and (c)). Note that we do not support editing roll
rotations as we are only interested in adjusting the placement
of the plane.

We also support editing the strokes which the user draws
on the canvas. Thus, we allow redrawing an instruction by
providing a delete option. Unneeded or wrong annotations can
be dismissed, either by the remote user before transmission,
or, later, by the local user. The option to allow the local user
to dismiss annotations enables to remove already performed
instructions.



Figure 5. Interface of remote expert user. (a) We provide a simple set of three buttons to initialize canvas placement and drawing, to undo the last action
and to send visual instructions. (b) The remote user is able to refine an initial placement. The red circle indicates the user’s focus selection. By pressing
and sliding from one of the two buttons in the center of the screen, the user can rotate the canvas. (c) The rotated canvas after refinement; note the
yellow arrow. (d) After sending the instructions, the local user’s application shows the instruction as AR annotation.

EVALUATION
We performed a series of evaluations on the performance and
usability of our system. The evaluations focus on our approach
for placing annotations in the light field data, on the effective-
ness of the resulting AR annotations, and on the interface for
capturing the light field data.

Experiment 1: Light field annotation
We tested the capability of our interface for annotation place-
ment in a light field data by comparing it to a multi-view
approach [34, 18]. Our interface combines the light field ren-
derer for exploring the scene, the auto-focus-based canvas
placement, and the manual refinement for further adjustments.
This interface is denoted as AF. We compared it to a multi-view
approach Multi-View, which is an alternative 3D interaction
method requiring no depth information. Multi-View relies on
manual interactions to place a point in a 3D environment. In
Multi-View, a ray is projected along a vector from the center of
projection of the camera to the screen point indicated by the
user in a single image. The user can observe the 3D line from
a different angle by interactively changing the viewpoint. To
adjust the depth, the user slides the target point along the ray.

Task. We designed a task for placing annotations in 3D en-
vironments. We prepared four light fields in different scenes
(Figure 6). In each annotation method, participants were re-
quired to place points at five given positions per light field.

Apparatus. We used a Samsung Galaxy S9 smartphone, both
for recording light fields (using ARCore for 3D tracking) and
for touch interaction. We collected four light fields. The small-
est contains 110, and the largest, 186 images at a resolution of
800 × 400 pixels. In each light field, we manually placed five
target points to be annotated by participants.

Design. We designed a repeated-measures, within-subject
study. We define an independent variable “system“ with two
conditions: AF and Multi-View. We measured task completion
time (TCT), i.e., time between starting and finishing a 3D
annotation placement, distance error, i.e., the point-to-plane

distance between the prepared point and the placed drawing
plane, subjective workload, using the raw NASA TLX [13],
usability, via the single ease question (SEQ) [36], and overall
performance.

Procedure. After filling out a consent form and demographics
questionnaire, users were introduced to the first condition. The
starting order of conditions was counterbalanced using a Latin
Square. Participants were standing and used their dominant
hand for interacting on the touchscreen. Participants famil-
iarized themselves with the system by performing as many
test placements as they liked, then they performed the task by
placing the annotations in one scene per time. Participants
were instructed to be fast and accurate. Between the scenes,
participants were forced to rest for 10-20 seconds to recover
from possible fatigue caused by holding and interacting on
touchscreen of the mobile device. Upon completion of the con-
dition, users filled in the SEQ and NASA TLX questionnaires
and continued with the remaining system. After completing
the final task, the user filled out the preference questionnaire.

Hypotheses. We expected that AF would outperform Multi-
View in terms of (H1) speed (TCT) and (H2) error rate, as AF
provides depth automatically.

Pilot. We performed a pilot study with the described setup.
Six participants (1 female, X̄ = 27.3 (SD = 2.2) years old)
volunteered. Performance analysis revealed no significant
differences in time (AF: X̄ = 17.3, SD = 9.7; Multi-View:
X̄ = 16.1, SD = 7.1; p = 0.79), error (AF: X̄ = 2.3, SD = 2.7;
Multi-View: X̄ = 2.7, SD = 4.1; p = 0.85), TLX (AF: X̄ =
31.9, SD = 15.8; Multi-View: X̄ = 24.3, SD = 9.1; p = 0.43),
and SEQ (AF: X̄ = 4, SD = 1.3; Multi-View: X̄ = 3.8, SD =
0.7; p = 0.89). Four out of the six users preferred Multi-View.

Participants commented on missing visual feedback (“There
is no visual feedback after placing the canvas in the auto-focus
mode, which made me wonder whether the system worked.”).
Since our module for exploring the remote scene aims at pro-
viding an all-in-focus image, no visual feedback about the



Figure 6. Evaluation scenes. (a) The light field used for training, (b-e) four light fields for measuring user performance. Each scene has been prepared
with five different target points (marked with a green circle).

selected focal stack is provided. Participants mentioned a lack
of confidence when no visual feedback was provided. Without
the visual feedback, they had to use camera rotation to rely
on perspective cues for validation or the slider for changing
the placement. This caused similar additional interactions in
the AF condition compared to the Multi-View condition, while
in the Multi-View condition, the ray visualization helped to
follow the adjustment. Participants commented that this was
the main reason for preferring Multi-View.

Participants also commented on the slider precision for manual
adjustment in the auto-focus condition (“The sensitivity of the
slider is too high. The focus is either too far or too close.”).

Revision. The interface was modified in the following way:

• We visualized the focal slice at the selected depth in the
auto-focus interface, until canvas placement was finalized
and confirmed by pressing a button. This change added
visual feedback about the performance of the auto-focus.
• We reduced the sensitivity of the slider for manually adjust-

ing the depth of the canvas.

We recruited 20 participants (3 female, X̄ = 29.3 (SD = 4.1)
years). The setup and the procedure were identical to the pilot.

Results. Wilcoxon signed-rank tests revealed significant dif-
ferences between AF and Multi-View for time (AF: X̄ = 6.7,
SD = 4.4; Multi-View: X̄ = 10.8, SD = 8.8; p < 0.001), error
(AF: X̄ = 2.4, SD = 3.9; Multi-View: X̄ = 4.1, SD = 4.7;
p < 0.001), TLX (AF: X̄ = 18.7, SD = 8.1; Multi-View:
X̄ = 33.1, SD = 14.2; p = 0.003), and SEQ (AF: X̄ = 5.1,
SD = 1.0; Multi-View: X̄ = 3.9, SD = 1.4; p = 0.01) (Fig-
ure 7). Finally, sixteen out of the twenty users preferred AF.

Discussion. Overall, the results of the revised study greatly
favor using AF over one relying on Multi-View. Even some
participants did not always press the confirmation button im-
mediately, AF was significantly faster. Also, AF was signif-
icantly easier to use (TLX and SEQ), led to a significantly
reduced error and was overall preferred by the majority of
the users. These results are in general agreement with prior
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Figure 7. Results from experiment 1.

work on editing light fields using desktop interfaces, which
showed that focus-based approaches are faster than multi-view
approaches [18].

However, we should emphasize again that our interface is
different in several ways from prior work: Existing focus-
based approaches were fully manual, while ours is automatic.
Moreover, participants used a 2D WIMP interface, while our
participants conducted the task on a mobile device tracked in
3D space. These differences may also explain the discrepan-
cies in error rates. In the study by Jarabo et al. [18], multi-view
interfaces had the same error as focus-based interfaces, while
our automatic focus lead to a significant reduction of the error.

Experiment 2: Following annotations
We tested the effectiveness of AR annotations generated with
the AF interface. Since the auto-focus approach possibly
introduces a small registration error, causing an offset between
the real object and the visual annotations in AR, we were
especially interested in the user’s performance in case of such
erroneous registration.

Task. We designed a task that requires following step-by-step
instructions using the AR annotations. We prepared two real
world use cases with AR annotations. The annotations guide
the user through the calibration of an oscilloscope (Figure 8(a,
b)) and the maintenance of a computer (Figure 8(c)). Both
tasks were unknown to all participants.

Apparatus. We used a Samsung Galaxy S9 smartphone run-
ning our AR interface. We used ARCore for 3D tracking and
for image-based pose initialization. The image-based pose



Figure 8. Following AR instructions. We tested the effectiveness of our system in the presence of registration error in two step-by-step instruction tasks.
(a) Two steps of a calibration procedure. (b) A participant following the instructions. (c) A computer maintenance procedure used in the second task.

initialization allows us to measure the ground truth positions
of all AR annotations in 3D space. To include a registration
error, we added the mean error with a randomized offset rel-
ative to the standard deviation, which we both derived from
experiment 1. Note that we could have used user-generated
annotations for this task. However, since we were interested in
the user performance in the presence of erroneous registration
data, we wanted to make sure that a plausible error exists in
the registration of the AR annotations.

Design. After completing both step-by-step instruction tasks,
we asked participants to fill in a system usability scale (SUS)
questionnaire. In addition, we asked the users to provide
verbal feedback on the effectiveness of the visual instructions.

Procedure. After completing a consent form and demograph-
ics questionnaire, users were introduced to AR guidance sys-
tem in a small training session, which included two instruc-
tions. Sixteen (16) participants (2 female, X̄ = 28.1 (SD= 3.1)
years) volunteered.

Results. We measured an average SUS value of 91.56 with a
standard deviation of SD = 7.28. Verbal comments were very
positive, including statements like ’It feels very responsive and
useful. I really want to use that application.’, ’It was fun to use.
Especially in the oscilloscope task, I learned something useful’.
The only negative comment we received was addressing the
lack of user-perspective AR rendering on smartphones: One
user noticed the mismatching perspective.

Discussion. The SUS score of the AR interface is higher
than the average of 70 and, based on the analysis of Bangor
et al. [3], can be translated into the rating “excellent.” The
verbal comments demonstrate that users were able to focus
on the actual task and were not distracted by the erroneous
registration. The problem of device perspective rendering in
an instruction task can be overcome by an implementation of
user-perspective rendering [26].

Experiment 3: Guided light field capturing
We tested the usability of our interfaces for spatial user guid-
ance and for light field capturing. We were interested in the

effectiveness of the overview visualization in the remote user’s
interface and on the usability of the interface for placing visual
instructions on the local user’s ground plane. Furthermore,
we were interested in the effectiveness of the resulting AR
guidance visualization and on the usability of the interface for
capturing the light field images using the tessellated sphere
visualization, as described before.

Task. We designed a data capturing task, in which a local
and remote user capture arbitrary local light fields. An ex-
perimenter, who was familiar with the system, acted as the
local user, while test subjects were asked to assume the role
of the remote user. We showed them two images taken from
different points in the local user’s environment, and we asked
the remote users to guide the local user to the object in the
picture.

Apparatus. We used a Samsung Galaxy S9 smartphone for
both, the remote user and the local user. The applications
were connected through a Wifi hotspot. In addition, we used
an extra mobile phone and a Bluetooth headset for verbal
communication.

Design. After capturing the target light fields, we asked the
participants to switch roles. Before switching, we asked the
participant to fill in a SUS questionnaire, and we collected
verbal feedback. The scenes showed random objects.

Procedure. After completing a consent form and demograph-
ics questionnaire, the participant was introduced to the inter-
face. We recruited ten (10) participants for the experiment (2
female, X̄ = 29.2(SD = 3.7) years).

Results. We measured an average SUS value of 81.5 with a
standard deviation SD = 10.5 for the expert’s spatial guidance
interface, and we measured an average SUS value of 80.5 with
a standard deviation SD = 11.7 for the interface for guided
light field capture.

Verbal recordings show a mixture of positive comments on cer-
tain features of the interface and suggestions for improvement.
User comments include “I liked the simplicity of the sphere
indicator and the painting task for capturing, this is easy to



use,” “I’d like to see the video” [of the local user], “the remote
expert needs to get a notification that the instruction was re-
ceived,” “it is difficult to estimate the scale of the instruction”
[in the expert’s interface], and “the annotations are sometimes
visible even when behind objects.”

Discussion. The SUS score of both interfaces is higher than
the average of 70, why, based on the analysis of Bangor et al.
[3], both can be translated into the rating “excellent.” Although
the SUS scores are high, we noted several suggestions for
improvement.

Live video stream. We noticed that users of the expert interface
were asking for the live video stream to get more information
about the local environment. We will add low resolution video
streaming. However, to get more information about the local
user’s position, we will furthermore provide the local user’s
current position and orientation in the expert user’s interface.
For better history browsing we will also increase the density of
the overview visualization by adding the frames from the live
video stream as 3D registered billboard annotations, similar to
the current keyframe visualization.

Performance visualization. During the introduction of the
capture interface, we noticed that defining the extension of the
light field required more explanation than we expected. Users
were uncertain to estimate the angular distance from the center.
We explained that it is not important to precisely find the corner
points, and we gave verbal feedback whenever we thought it
was necessary, telling users that the corner points were good
enough. Therefore, in the next release of our interface, we will
add visual feedback, showing a performance indicator based
on the initialized extents of the light field. In addition, sharing
the sphere visualization with the expert will enable remote
adjustment of the light field size.

Scale visualization. Users that were using the expert interface
commented on the challenge to estimate the scale of the local
user’s environment. This makes correctly bending arrows
difficult. The scale is visualized as a grid on the ground plane
(see Figure 3(b)). However, we will add additional scale
indicators to simplify spatial understanding of the local user’s
environment. For example, we will provide the local user with
an interface for roughly framing the object of interest with a
box. The registered box will be sent to the expert user and
visualized in addition to the ground plane and the keyframes.

Occlusion management. Users were also commenting on
wrong occlusions handling. As we render the keyframes and
the visual instructions on top of the AR user’s camera feed we
cannot resolve occlusions correctly. This problem is inherent
to an AR rendering without explicit proxy geometry. How-
ever, as real objects will occlude virtual drawings mainly after
large viewpoint changes, this problem will mostly occur dur-
ing spatial user guidance. In the spatial guidance interface we
provide keyframe billboard annotations in addition to drawing
which are commonly arrows to indicate a certain direction.
To mitigate occlusion errors for these cases, we implemented
rendering of front facing billboards only. This reduces the
amount of occluding fragments caused from billboards placed
behind the object from the user’s current point of view.

CONCLUSION
In this paper, we focused on the questions if mixed reality light
fields are a good representation for remote assistance scenario
and if challenges associated with light fields (in particular,
capture and annotation) can be addressed with a carefully
designed user interface. We believe both questions can be
answered affirmatively. We were able to confirm our expecta-
tion that mixed reality light fields support remote assistance
well, even on objects that are otherwise difficult or impossible
to reconstruct. Adding annotations to light fields which lack
explicit surface geometry can be successfully facilitated us-
ing automatically computed support planes derived via depth-
from-focus. These findings and their embodiment in our tele-
presence system show that mobile devices are sufficient for
capturing light fields in practice.

A remaining technical limitation is that annotations are re-
stricted to 2D support planes. An extension of our work to 3D
annotations would require new visualisation and interaction
techniques that lift the interaction beyond 2D planes. To han-
dle occlusions, a coarse 3D approximation generated from the
images could be generated in a background process.

There are many more avenues for future work. Our evaluations
concentrate on the interaction to capture and annotate light
fields. A comparison to existing tele-collaboration frameworks
would be inherently difficult, as they are highly diverse, and
the outcome of such a comparison would depend on the chosen
tasks and application scenarios. Nonetheless, important insight
could be gained from such comparisons.

We would also like to evaluate the presence aspect of our tele-
presence system. While the focus of the work presented in
this paper was primarily on usability and not on the feeling
of “being there” (spatial presence) or “being there together”
(co-presence), a follow-up study could deliver important in-
sights on how the photorealism afforded by light fields can
enhance presence. However, it should be noted here again
that the motivation for using light fields was not necessarily
only the visual quality they offer but the robustness to material
properties that are otherwise hard to capture.

We believe that our work has relevance beyond the current
scope of remote assistance. Mixed reality light fields are a
versatile extension of the current scope of remote assistance
technologies. They lend themselves to use cases where com-
plex geometry and appearance must be comprehended quickly
using just a mobile device. For example, in medical educa-
tion, anatomical models can be explored and discussed, and a
lecturer could assist by correcting label placements. As many
parts of our everyday world tend to be visually complex, we
expect that many more compelling use cases can be identified.
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