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1. Hand Pose Estimation from Color Single
Image

Fig. 1 shows the architecture of our hand pose estimator
from a single frame. Given an image of the hand centered
in the image window, we first extract features using the con-
volutional layers of VGG [5], and then similar to [2] using
a multi-stage CNN, we predict heatmaps for the 2D hand
joint locations and finally joint direction vectors with re-
spect to wrist joint. The hand detection can be done using
segmentation as described in Section 6.

2. Hand Pose Estimation for Hand Interaction
with Unseen Objects

Knowing the objects in advance can help to improve the
performances of the estimated 3D hand pose while hand
interacts with objects, however, in practice, the hand can
manipulate any arbitrary objects. We have tested our hand
pose estimator trained on our annotations, and tested on se-
quences where a hand is manipulating objects not present in
the annotated images. As shown in Fig. 5, our pose estima-
tor performs well on these sequences.

3. Hand Shape Estimation

The MANO hand shape parameters β ∈ R10 were esti-
mated for each human manipulator in our HO-3D dataset.
The shape parameters are estimated from a sequence Φ of
hand only poses using a method similar to [6] in two steps.
More exactly, the pose of hand pth in the sequence is first
estimated for each frame t using a mean pose βmean as
p̂th = arg minph EH(ph, βmean), where,

EH(ph, βmean) =ED(ph, βmean) + εEjoint(ph)+ (1)

ηEtc(ph, p
t−1
h , pt−2

h ).

Joint Index Middle Pinky Ring Thumb

MCP
(0.00, 0.45)
(-0.15, 0.20)
(0.10, 1.80)

(0.00, 0.00)
(-0.15, 0.15)
(0.10, 2.00)

(-1.50, -0.20)
(-0.15, 0.60)
(-0.10, 1.60)

(-0.50, -0.40)
(-0.25, 0.10)
(0.10, 1.80)

(0.00, 2.00)
(-0.83, 0.66)
(0.00, 0.50)

PIP
(-0.30, 0.20)
(0.00, 0.00)
(0.00, 0.20)

(-0.50, -0.20)
(0.00, 0.00)
(0.00, 2.00)

(0.00, 0.00)
(-0.50, 0.60)
(0.00, 2.00)

(-0.40, -0.20)
(0.00, 0.00)
(0.00, 2.00)

(-0.15, 1.60)
(0.00, 0.00)
(0.00, 0.50)

DIP
(0.00, 0.00)
(0.00, 0.00)
(0.00, 1.25)

(0.00, 0.00)
(0.00, 0.00)
(0.00, 1.25)

(0.00, 0.00)
(0.00, 0.00)
(0.00, 1.25)

(0.00, 0.00)
(0.00, 0.00)
(0.00, 1.25)

(0.00, 0.00)
(-0.50, 0.00)
(-1.57, 1.08)

Table 1: Empirically derived minimum and maximum val-
ues for the joint angle parameters used in our implementa-
tion.

ED(ph, βmean) represents the data term defined in Eq. 2 of
the paper where hand is rendered with pose parameters ph
and shape parameters βmean. Ejoint andEtc are explained in
Section 3.2 of the paper. At each frame, the pose parame-
ters are initialized with pt−1

h . The personalized hand shape
parameters are then obtained as,

β∗ = arg minβ
∑
t∈Φ

min
pth

EH(pth, β), (2)

where the pose parameters are initialized with the values
obtain in the first step (p̂th).

4. Joint Angle Constraints
The maximum and minimum limits on the joint angle pa-

rameters used in Eq. (8) of the paper are provided in Table 1.

5. Point Cloud from Multiple Cameras
The E3D term in Section 3.2 of the paper uses the com-

bined point cloud P from all the RGB-D cameras. Let
Pc denote the point cloud corresponding to camera c and
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Figure 1: Architecture of our hand pose estimator from a single color image. Given an input image of hand centered in the
image, we extract the features using the convolutional layers of VGG [5] (Conv1 1 to Conv4 4). Similarly to [2], we then
predict heatmaps for the joint locations in multi-stages. The architecture for the different stages are all the same. C denotes
a convolutional layer with the number of filters and the filter size inscribed; FC, a fully-connected layer with the number of
neurons; P and AP denote max-pooling and average pooling with their sizes, respectively.

Figure 2: Synthetic training images used for training the
hand-object segmentation network.

Mc1,c2 denote the relative pose between two cameras c1 and
c2. The consolidated point cloud P is then obtained as,

P = [P0, Mc1,c0 ·P1, Mc2,c0 ·P2, ..., McN ,c0 ·PN ] , (3)

where [·, ·] represents concatenation of point clouds.

6. Hand-Object Segmentation Network
The segmentation maps for the hand and object are ob-

tained from a DeepLabV3 [3] network trained on synthetic
images of hand and objects. The synthetic images are ob-
tained by over-laying and under-laying images of hands on
images of objects at random locations and scales. We use
the object masks provided by [1]. The segmented hands
were obtained using an RGB-D camera by applying simple
depth thresholding. We also use additional synthetic hand
images from the RHD dataset [9]. A few example images
from the training data are shown in Fig. 2. We use 100K
training images with augmentations. Fig. 3 shows segmen-
tation of hand and object using the trained DeepLabV3 net-
work.

7. Automatic Initialization
As explained in Section 4.1 of the paper, a keypoint pre-

diction network based on convolutional pose machine [7] is
used to obtain initialization for hand poses. Such a network
is trained with our initial hand+object dataset of 15,000 im-
ages together with images from hand-only PAN [4] dataset.

Figure 3: Example of hand and object segmentation ob-
tained with DeepLabV3. Left: input image; Right: hand
(green) and object (purple) segmentation.

Figure 4: Accuracy of keypoint prediction, described
in Section 4.1 of the paper when trained with PAN [4]
dataset alone and PAN + our annotations. The accuracy
is measured in percentage of correct 2D keypoints given a
threshold. Only 15,000 images from our HO-3D dataset are
used in training. Due to the presence of object occlusions,
a network trained on hands-only dataset is less accurate in
predicting keypoints when compared with a network trained
with hand+object data.

Figure 4 compares the accuracy of network in predicting
keypoints in hand-object interaction scenarios when trained



with hands-only dataset and hands+object dataset. Our ini-
tial HO-3D dataset helps in obtaining a more accurate net-
work for predicting keypoints and hence results in better
initialization.

8. Dataset Details
We annotated 80,000 frames of 65 sequences hand-

object interaction of 10 persons with different hand shape.
On average there are 1200 frames per sequences. 18 se-
quences are captured and annotated in a single camera, and
47 sequences for the multi-Camera setup.

Hand+Object. The participants are asked to perform ac-
tions with objects. The grasp poses vary between frames
in a sequence in the multi-camera setup and remain almost
rigid in the single camera setup.

Participants. The participants are between 20 and 40
years old, 7 of them are males and 3 are females. In total,
10 hand shapes are considered for the annotations.

Objects. We aimed to choose 10 different objects from
the YCB dataset [8] that are used in daily life. As shown
in Fig. 8, we have a wide variety of sizes such as large
objects (e.g. Bleach) that cause large hand occlusion, or
the objects that make grasping and manipulation difficult
(e.g. Scissors), while these are not the case in the existing
hand+object datasets.

Multi-Camera Setup. We use 5 calibrated RGB-D cam-
eras, in our multi-camera setup. The cameras are located
at different angles and locations. Our cameras are syn-
chronized with a precision of about 5 ms. The scenes are
cluttered with objects, and the backgrounds vary between
scenes.

Figs. 6 and 7 show some examples of the 3D annotated
frames for both hand and object from our proposed dataset,
HO-3D.
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Figure 5: Qualitative results of 3D hand pose estimation of hand manipulating unseen objects. Our pose estimator trained on
the HO-3D dataset is still able to predict accurate 3D poses when interacting with new objects.



Figure 6: Some examples of the 3D annotated frames for both hand and object from our proposed dataset, HO-3D.



Figure 7: Some examples of the 3D annotated frames for both hand and object from our proposed dataset, HO-3D.



Banana Bleach Cracker Box Driller Mug

Mustard Bottle Pitcher Potted Meat Scissors Sugar Box

Figure 8: 10 objects of the YCB dataset [8] that we use for our dataset HO-3D.


