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Abstract

Recently, combining information from multiple cameras
has shown to be very beneficial for object detection and
tracking. In contrast, the goal of this work is to train detec-
tors exploiting the vast amount of unlabeled data given by
geometry information of a specific multiple camera setup.
Starting from a small number of positive training samples,
we apply a co-training strategy in order to generate new
very valuable samples from unlabeled data that could not be
obtained otherwise. To compensate for unreliable updates
and to increase the detection power, we introduce a new on-
line multiple instance co-training algorithm. The approach,
although not limited to this application, is demonstrated for
learning a person detector on different challenging scenar-
ios. In particular, we give a detailed analysis of the learning
process and show that by applying the proposed approach
we can train state-of-the-art person detectors.

1. Introduction
Object detection and tracking are important tasks in

computer vision typically run on a single camera. How-
ever, due to the increasing number of cameras mounted for
security reasons it gets feasible in praxis to exploit the in-
formation of multiple cameras for detection and tracking.
In fact, several real-world constraints such as the presence
of a ground plane, a 3D scene model, or consistent appear-
ance information across cameras provide beneficial infor-
mation for these tasks [24]. Hence, there has been a consid-
erable interest in object detection and tracking within mul-
tiple cameras networks [6, 10, 12, 14, 16, 17]. These meth-
ods mainly address the problem of occlusions that cannot be
handled by single view approaches. For that purpose, they
first apply change detection (e.g., [12, 16, 17]) or a fixed
pre-trained classifier (e.g., [6]) to estimate the foreground
likelihood of specific pixels. Then, this information is fused
exploiting the common ground plane by either estimating a
score map (e.g., [6, 12, 16]) or by estimating axes intersec-
tions (e.g., [17]). For an overview see also [16, 24].

(a) Standard approach.

(b) MIL approach.

Figure 1. Multiple Camera MIL Co-training: (a) The shared ge-
ometry of two cameras allows for co-training. (b) To compensate
projection errors and to acquire more appropriate positive samples
multiple instance learning is applied.

Most of the previous methods applied multiple-view ge-
ometry in order to improve the detection or tracking results
of a priori given models (e.g., a fixed off-line trained detec-
tor). However, this information can also be used to adap-
tively learn a detector as was shown by Leistner et al. [18].
The key idea is that each camera holds a separate classi-
fier and that the cameras continuously co-train on unlabeled
data from the shared scenario by exchanging foot-points of
detections using camera-to-camera homographies.

Even though shown to be beneficial, in practice, this ap-
proach would easily fail due to projections errors. These
are either the result of sub-optimal aligned (however cor-
rect) detections resulting from a sliding window detection
approach or extreme camera angels inhibiting to accurately
estimate corresponding points on the ground-plane. This is



not much of a problem if the detections are not used for fur-
ther processing. However, as illustrated in Figure 1(a), if
the thus estimated patches are used for learning, this leads
to sub-optimal updates degrading the classification perfor-
mance. Moreover, in an adaptive on-line learning scenario
those errors are accumulated, which finally results in the
total failure of the system.

To overcome these problems, in this paper, we intro-
duce a robust multiple camera learning approach based on
multiple-instance-learning (MIL) [9]. In MIL, training sam-
ples are provided in form of bags, where each bag consists
of several instances. Labels are provided only for the bags,
the labels of instances in positive bags are unknown and
only constrained to that at least one instance has to be pos-
itive. For negative bags, all instances can be considered to
be negative. The task of a multiple-instance learner is then
to deliver a common instance classifier from this ambigu-
ous labeled training data. For our multiple cameras learn-
ing problem, we first initialize several candidate positions
around the foot-point of the estimated projection. In this
way patches are collected which form a bag. Then, MIL is
used to analyze this bag and to find the instance that is most
likely the correct location of the object. This, is illustrated
in Figure 1(b). In particular, due to its benefits for adaptive
learning in this paper we introduce multiple camera MIL
Boosting (MC-MILBoost) for learning the detectors.

In the experiments, we demonstrate that using multi-
ple cameras can dramatically increase the stability of co-
training; even if only very few labeled samples are avail-
able. In fact, due to the combination of geometric con-
straints and MIL only very valuable samples are selected
for updating the classifiers, which results in state-of-the-art
(single view) classification results. In particular, since we
target at large-camera network applications, where the cam-
era views are usually only slightly overlapping, the cam-
eras do not collaborate during evaluation. Thus, these slight
overlaps can be used for training, but since most camera
views are not shared with other cameras, the detectors can
also be applied if an object is visible in a single view only.

The remainder of this paper is as follows. First, in Sec-
tion 2, we review the theoretical background of our work.
Next, in Section 3, we introduce our new multi-camera MIL
co-training system. Experimental evaluations are given in
Section 4. Finally, we summarize and conclude the paper in
Section 5.

2. Preliminaries

In the following, we give an overview of the related the-
ory building the basis for our multi-camera co-training sys-
tem, i.e., co-training and multiple instance learning.

2.1. Co-Training

In supervised learning one deals with
a labeled dataset DL ⊆ X × Y =
{(x1, y1), . . . , (x|DL|, y|DL|)}, where xi ∈ X = IRP

and yi ∈ Y = {+1,−1}. In contrast, unsupervised meth-
ods aim to find an interesting (natural) structure in X using
only unlabeled input data DU ⊆ X = {x1, . . . , x|DU |}.
Since most of the time unlabeled data can be obtained
significantly easier than labeled samples, the main goal
is to take advantage of the statistical properties of both
labeled and unlabeled samples.

One widely applied method exploiting both labeled DL

and unlabeled DU data, is co-training [7]. The main idea
is that first two initial classifiers h1 and h2 are trained on
labeled data (xi, yi), (xj , yj) ∈ DL. Then, these classifiers
update each other using the unlabeled data set DU , if one
classifier is confident on a sample whereas the other one is
not. Abney [1] showed that co-training classifiers minimize
the error on the labeled samples while increasing the agree-
ment on the unlabeled data. Thus, the unlabeled data helps
to improve the margin of the classifiers and to decrease the
generalization error.

The approach has proven to converge [7], if two assump-
tions hold: (a) the error rate of each classifier is low and
(b) the views must be conditionally independent. However,
the second condition, which is hard to fulfill in practice,
was later relaxed (e.g., [1, 5]). For practical usage, this
means that co-training can even be applied, if the learn-
ers are slightly correlated. Especially, computer vision
naturally offers many physical “real-world” views, which
can be exploited by co-training. Existing co-training ap-
proaches used for learning visual classifiers combined dif-
ferent simple cues based on shape, appearance, or motion
(e.g., [15, 20–22]). Thus, starting with Levin et al. [20],
who indented to train a car detector, co-training was applied
for various different applications such as learning a person
detector (e.g., [18, 21, 22]), tracking (e.g., [15]), estimating
a background model (e.g., [26]).

2.2. Multiple Instance Learning

Multiple instance learning (MIL) [9] is a popular ma-
chine learning paradigm that deals with ambiguously la-
beled data. Thus, there has been a considerable interest in
multiple-instance-learning and various different approaches
have been proposed. Most of these approaches are based on
popular supervised learning algorithms such as SVM [3] or
boosting [25], that are adapted in order to incorporate the
MIL constraints.

In multiple-instance learning training samples are given
in bags Bi, i = 1, . . . , N , where each bag may consist of
an arbitrary number of instances Bi = {x1

i , x
2
i , . . . , x

ni
i },

where xi ⊂ Rd and ni is the number of instances in-



side Bi. Negative bags B−i consist of only negative in-
stances. Ambiguity is introduced into learning by the con-
straint that for positive bags B+

i it is only guaranteed that
there exist at least one positive instance (also called wit-
ness of the bag). There is no information about the non-
positive instances in the bag. In fact, they might not even
belong to the negative class. The task is to learn either a
bag classifier f : B → {−1, 1} or an instance classifier
f : Rd → {−1, 1}. However, bag classification can follow
automatically from instance prediction, e.g., by using the
max operator pi = maxj{pij} over posterior probabilities
over the instances pij of the ith bag.

3. Learning from Multiple Cameras

The goal of this work is to exploit geometric constraints
to acquire training samples, which cannot be obtained oth-
erwise. For instance, there are various data sets containing
frontal and back views of persons, however, from a multiple
camera setup also side/semi-side views can be generated. In
particular, we aim to co-train classifiers using the informa-
tion from different camera views to finally obtain a general
object detector via on-line learning. In particular, having
overlapping camera views and a common ground-plane, the
local image coordinate systems can be mapped onto each
other by using a homography based on identified points in
the ground-plane. This, is illustrated in Figure 2.

Figure 2. Geometric constraints, i.e., homography information,
can be used to exchange data between two camera views for learn-
ing object detectors.

However, such approaches have one main disadvantage:
if the foot-points cannot be identified precisely enough the
geometric information gets corrupted and the estimated pro-
jections are getting arbitrarily wrong (see Figure 1(a)). This
might be the result of bad aligned detections or of extreme
angles between the cameras. For instance, having two per-
fectly aligned detections, the foot-point in the first camera
might be exactly at the toe-cap whereas the foot-point in
the second camera is exactly on the heel. Hence, it is clear
that even if having correct detections, the bilateral projec-
tions can fail, which is dangerous if those results are used
for further processing, i.e., learning.

These problems could be alleviated by using centralized
fusion methods (e.g., [6, 12], predicting the detections based
on a probability map on the common top view of all cam-
eras, or by running a motion-based verification step (e.g.,
[21, 23]. However, centralized fusion methods are com-
putational quite expensive and are limited to fixed object
models (binary motion blobs or pre-trained detector). In
contrast, motion-based verifiers are limited to simple sce-
narios (not containing occluded objects) and unnecessarily
throw away too much information. Hence, both approaches
are unsuitable in context of real-time learning from multiple
cameras.

3.1. Multiple Camera Multiple-Instance Learning

To account the problems discussed above, in the follow-
ing, we introduce an on-line multiple camera MIL boosting
formulation (MC-MILBoost) allowing training from multi-
ple cameras. The MIL approaches that are most similar to
our methods are the off-line and on-line versions of MIL-
Boost of Viola et al. [25] and Babenko et al. [4], respec-
tively. MILBoost optimizes the binary log likelihood over
bags in form of

log L =
∑

i

(yi log p(yi) + (1− yi) log p(yi)) , (1)

where the instance probability can be estimated using a sig-
moid function: p(y|x) = σ(H(x)) = 1

1+e−H(x) . To solve
this optimization problem over the bag, we apply gradient
descent in function space. In order to identify the bag’s wit-
ness this requires the max-operator pik = maxj p(ck|sij),
which is, however, not differentiable. Therefore, we have
to approximate the max-operator with a differentiable func-
tion. In our system, we apply the geometric mean

pi =

 1
ni

ni∑
j=1

(pij)ni

 1
ni

. (2)

In contrast to previous MIL approaches such as [3, 4,
25], we perform multiple-instance learning in a co-training
framework. Thus, we do not only have to optimize the la-
bels of instances inside positive bags, but also to find the
correct bag labels using co-training. Hence, in order to
solve these ambiguities over the bags, we additionally in-
troduce a most-likely-cause estimator over the bags:

Pr(y = +1|Bi) = arg max
y∈Y

1
N

N∑
n=1

pn(y|x), (3)

where pn(y|x) is estimated from the nth strong classifier
Cn in a multi-view setting. Again, we map the confidences
of the classifiers to probabilities using σ(Cn). Eq. (3) is



inferred into the bags of the individual views to try to op-
timize their corresponding classifier. Another difference to
[25] and [4] is that we perform weight updates according
to the negative derivative of the loss-function, which allows
for more accurate weight updates, i.e., we select the weak
learners as

ct(x) = arg max
c(x)

−5LT c(x) .

3.2. Co-training system

The overall idea of our MC-MIL co-training system, i.e.,
to robustly exchange detections results, is illustrated in Fig-
ure 1. To start the training process, we first train an initial
classifier C0 from a fixed set of positive and negative sam-
ples. This initial classifier is cloned and used for all cam-
era views, C0

1 , . . . , C
0
n. Then, we co-train the cloned clas-

sifiers C1, . . . , Cn using confidence-rated predictions pro-
vided by the boosted classifiers. Using their current confi-
dences, they can update each-other on an unlabeled sample
in case of disagreement, i.e., one classifier yields high con-
fidence whereas the other does not. In addition, since also
agreement was proven to lead to better performance (e.g.,
[19]), we take also advantage of agreement learning.

For co-training, considering two specific views Vi and
Vj , at each time step t we exploit geometric information,
i.e., the homographies Hij and Hji. By using the homogra-
phy information a specific sample xi ∈ Vi is projected onto
the other view Vj : xj = Hijxi. Based on the response of the
current classifier Ct−1

j (xj), we decide whether the sample
xi is considered a true or a false positive. If xj was classified
as true positive (on a high confidence) a bag of prospective
positive samples is generated: B+

j . As illustrated in Fig-
ure 1(b), B+

j is created from samples in the surrounding of
the projected foot-point of xj . In this way it can be ensured
that the correct patch (perfectly encapsulating the object-
of-interest) is a member of B+

j . Then both classifiers Ct−1
i

and Ct−1
j are updated using B+

j . In contrast, if xj was clas-
sified as false positive, a negative bag B−j is generated from
this sample and used as negative update for both classifiers1.
The whole update strategy is summarized more formally in
Algorithm 1

4. Experimental Results
To show the benefits of our approach, we demonstrate

it for the task of person detection. Note that our approach
is not limited to this task; however for this scenario exist
various reference implementations and benchmark datasets,
which allows for an extensive experimental comparison.

1In general, exchanging the positive and negative updates between the
classifiers is not necessarily required, but in this way more information can
be gained.

Algorithm 1 MC MIL Co-Training

Input: classifiers Ct−1
1 , . . . , Ct−1

n

Output: classifiers Ct
1, . . . , C

t
n

1: for i = 1, . . . , n do
2: eval Ct−1

i on Vi: Ki detections xi,k

3: end for

4: for i 6= j : ∀xi,k do
5: if Ct−1

i (xi,k) > θ then

6: project xi,k onto other views: xj = Hijxi,k

7: compute Ct−1
j (xj)

8: //agreement
9: if Ct−1

j (xj) = Ct−1
i (xi,k) then

10: generate pos. bag B+
j

11: milupdate
(
Ct−1

i ,B+
j ,+

)
12: milupdate

(
Ct−1

j ,B+
j ,+

)
13: end if

14: //disagreement
15: if Ct−1

j (xj) 6= Ct−1
i (xi,k) then

16: if
∣∣Ct−1

j (xj)
∣∣ > ∣∣Ct−1

i (xi,k)
∣∣ then

17: milupdate
(
Ct−1

i , xj ,−
)

18: end if
19: end if

20: end if
21: end for

As a low level representation we use simple Haar-features,
however, more sophisticated features can be applied. But as
can be seen from the results, even using this simple repre-
sentation provides competitive results.

The experiments are split into three main parts. First,
we give an analysis of the learning behavior during MC-
MIL co-training. Second, we compare our approach to
existing adaptive and fixed person detectors. Third, we
show that with our method a classifier trained on a spe-
cific multi-camera setup is also generalizing to setups not
observed during training. In fact, in both cases we finally
obtain state-of-the-art detection results; even if only a small
number of labeled positive samples was used! We compare
our method to (a) state-of-the-art person detectors, i.e., the
HOG-Detector of Dalal and Triggs [8] and the deformable
part model of Felzenszwalb et al. [11], (b) to single view
co-training methods, i.e., the motion-based bootstrapping
approach of Nair and Clark [21], the co-training approach
of Levin et al. [20], and the conservative learning approach
of Roth et al. [22], and (c) to the multi-camera approach of
Leistner et al. [18].



4.1. Experimental Setup

The experiments were performed on two data sets differ-
ing in complexity, view point/angle, and geometry. For both
scenarios a scene is observed by three static cameras with
partly overlapping views. The first data set (Lab Scenario)
we have generated in our laboratory showing crowds of per-
sons. The second data set (Forecourt Scenario) was thank
worthy provided by the authors of [6]. For both datasets,
we generated independent training and test sequences and
estimated the homographies for all camera views sharing a
view-point area according to [13]. In addition, the test se-
quences were annotated to enable an automatic evaluation.

4.2. On-line Learning in MC Networks

First of all, we demonstrate the on-line learning behav-
ior of the proposed approach based on experiments that
we carried out on the Lab Scenario. For that purpose, we
trained an initial classifier using a fixed training set of 25
positive and 25 negative samples, which were randomly
chosen from a larger dataset (i.e., MIT-CMU). The reason
for selecting only such a small amount of labeled samples,
though, especially for the task of person detection, huge
databases are available, is to demonstrate that our method
can also be applied if only a small amount of labeled data
is available. The classifier was cloned and used to initialize
the co-training process for each camera. Later these initial
classifiers were updated by co-training.

To demonstrate the learning progress, after a pre-defined
number of processed training frames we saved the corre-
sponding classifier, which was then evaluated on an inde-
pendent test sequence (i.e., the current classifier was evalu-
ated but no updates were performed.). Please note, there is
no collaboration between different cameras during the eval-
uation. From these results for each classifier we computed
the precision, the recall, and the F-measure as proposed in
[2]. The thus obtained results for recall and precision over
time are shown in Figure 3. In addition, we give a compar-
ison to single view learning methods, i.e., Nair and Clark
[21] (NC), Levin et al. [20] (Levin), and conservative learn-
ing of Roth et al. [22] (CL), and the multi-view method of
Leistner et al. [18] (Leistner).

It clearly can be seen that even if starting from a rather
bad classifier finally a competitive classifier can be ob-
tained. In fact, by using the geometric constraint very valu-
able samples can be generated whereas the MIL constraint
assures the robustness during learning. This results in a very
fast convergence and a stable learning behavior, i.e., the re-
call can be increased while the precision stays stable over
time.

(a)

(b)
Figure 3. Performance characteristics over time for different on-
line (co-training) methods: (a) recall and (b) precision.

In contrast, the other methods (i.e., [20, 21]) suffer from
an instable behavior, especially concerning the precision.
Since these methods are based on a background model, this
results from too much and often unreliable and wrong up-
dates. Thus, such methods are not applicable in practice if
the complexity of the scene becomes to high. In contrast,
for [22] the precision is high, but due to the conservative
update strategy less positive updates are performed and the
recall cannot be increased. For the basic multi-camera ap-
proach [18] as a result of sub-optimal updates, it can be
seen that even though the precision is excellent the recall is
decreasing over time. This clearly shows the benefits of the
proposed approach in term of information gain and stability.

For reasons of completeness, in Table 1 we further give
the detections characteristics for all three camera views ob-
tained on the test sequences. Comparing the initial and final
characteristics, it clearly can be seen that the detection per-
formance can be improved. This especially applies for the
precision!



rec. prec. F-M
v1 0.76 0.35 0.48
v2 0.77 0.43 0.55
v3 0.77 0.45 0.57

rec. prec. F-M
v1 0.83 0.97 0.89
v2 0.86 0.93 0.89
v3 0.86 0.92 0.89

(a) (b)
Table 1. Performance characteristics for the Lab Scenario for all
three camera views: (a) initial classifiers and (b) final classifiers.

4.3. Scene-specific Detection Task

After analyzing the stability of the proposed method, we
give a competitive study compared to state-of-the-art per-
son detectors for the Lab Scenario as well as for the Fore-
court Scenario. In addition to the adaptive methods de-
scribed above, we compared the results to fixed persons
detectors, i.e., the Dalal & Triggs [8] person detector and
the person detector trained by using the deformable part
model of Felzenszwalb et al. [11]. To compare the different
approaches we use precision-recall curves. For the adap-
tive methods the classifiers were trained on the same train-
ing data as the proposed method and the finally obtained
classifiers were evaluated on the test sequences. Again for
multiple-camera co-training during the evaluation the clas-
sifiers did not collaborate. The obtained precision-recall
curves for the test sequences, respectively, are shown in Fig-
ures 4 and 5 (solid lines indicate adaptive methods, doted
lines fixed detectors).

Figure 4. Precision-recall curves for different approaches obtained
on the Lab Scenario.

For both datasets it can be seen that competitive results
can be obtained and that other (single-view and multiple-
view learning) approaches trained on the same data can be
outperformed. This clearly shows that the training samples
acquired during the MC-MIL co-training are highly valu-
able. Finally, some illustrative detection results of the final
classifiers obtained for both test sets are given in Figure 6.

Figure 5. Precision-recall curves for different approaches obtained
on the Forecourt Scenario.

view 1 view 2 view 3
Figure 6. Illustrative examples of detection results obtained by the
final detectors on the Lab Scenario (first row) and the Forecourt
Scenario (second row).

4.4. General Detection Task

Finally, we show that using the proposed approach
not only scene/view specific classifiers can be trained,
but that these classifiers are also generalizing to different
views/scenarios. For that purpose, performed MC-MIL co-
training on the Lab Scenario data set and applied the fi-
nally obtained classifier on two publicly available standard
benchmark datasets, i.e., the PETS 20062 and the CAVIAR
dataset3.

From the illustrative examples shown in Figure 9, it can
be seen that the two scenarios are quite different to our train-
ing setup illustrated in Figure 6. This, clearly shows that
the classifiers trained by our system are also generalizing to
different detection setups. The thus obtained results, com-
pared to fixed person detectors, i.e., Felzenswalb et al. and
Dalal & Triggs, are shown in form of PR curves in Fig-
ures 7 and 8. In particular, the higher recall, even though
simpler features were used, can be explained by the fact that

2http://www.pets2006.net
3http://homepages.inf.ed.ac.uk/rbf/CAVIARDATA1



during the training also side and half-side views of persons
are captured, which are typically not included in data sets
used for training person detectors.

Figure 7. Precision-recall curves for the proposed approach and
fixed detectors obtained on the PETS 2006 data set.

Figure 8. Precision-recall curves for the proposed approach and
fixed detectors obtained on the CAVIAR data set.

5. Conclusion
In this paper, we introduced an approach for au-

tonomously on-line learning of classifiers from multiple
cameras, exploiting geometric constraints to exchange in-
formation between cameras. In particular, we use homog-
raphy information between cameras to guide a co-training
process. However, in contrast to existing methods the cam-
eras collaborate only during training; during the evaluation
the classifiers are run independently. To compensate projec-
tion errors arising from false or badly aligned detections, we
introduce an on-line multiple instance co-training method.
In this way, very valuable updates are generated, which al-
lows for efficient and robust co-training. In the experiments,

(a)

(b)
Figure 9. Generalizing classifiers: (a) Illustrative detections results
for (a) CAVIAR and (b) PETS 2006 data sets.

we gave a detailed analysis on the learning behavior and
show that we finally obtain state-of-the-art classification re-
sults. To show the generality of the approach, we run the
experiments on various scenarios differing in complexity,
view angle, etc. In addition, we show that by training within
a multi-camera setup highly valuable positive samples are
generated, which allows for training general detectors. Fu-
ture work, will include to extend the proposed approach for
a larger number of cameras and to apply it for more general
detection tasks.
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