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THEORETICAL BACKGROUND

Recently we have proposed the Conservative Learning
Framework [2] for unsupervised learning a person detector
from video data. The main idea is to minimize the manual
effort when learning a classifier and to combine the power of
a discriminative classifier with the robustness of a generative
model. Starting with motion detection an initial set of positive
examples is obtained by analyzing the geometry (aspect ratio)
of the motion blobs. If a blob fulfills the restrictions the cor-
responding patch is selected. Negative examples are obtained
from images where no motion was detected. Using these data
sets a first discriminative classifier is trained using an on-line
version of AdaBoost [1]. In fact, applying this classifier all
persons are detected (we got a quite general model) but there is
a great number of false positives. Thus, we apply a generative
classifier, i.e., robust PCA [3] to verify the obtained detections
and to decide if a detected patch represents a person or not.
As we have a huge amount of data (video stream) we can
be very conservative and use only patches for (positive or
negative) updates if we are very confident about our decision!
Thus, most of the patches are not considered at all. Applying
this update rules an incrementally better classifier is obtained
without any user interaction needed!

DESCRIPTION

To demonstrate the functionality and the power of the
approach the video is subdivided in several parts. First, the
method is motivated by showing a typical scene (a corridor
in a public building) that may be used for learning. Next, the
main step, the on-line learning, is demonstrated. Therefore,
detection results obtained by applying different classifiers that
where estimated during the learning process are compared.
Whereas for the initial classifier a great number of false posi-
tives is detected the final one yields a perfect detection result.
Examples of incrementally better detection results during the
learning process are shown in Fig.1. In addition, the learning
process is demonstrated. Thus, the update rules described
above are visualized using different colors for the bounding
boxes of the detections: green - positive update, red - negative
update, white - detection, but no update.

Finally, the classifiers obtained by Conservative Learning
are evaluated on different sequences. In addition, it is shown
that a classifier that was trained on one setup can be re-trained
and applied for a detection task on a completely different
setup. Examples of further results shown in the video are
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CONSERVATIVE LEARNING: (A) INITIAL CLASSIFIER , (B) 100 FRAMES

PROCESSED, (C) 1200FRAMES PROCESSED.
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Fig. 2

DETECTION RESULTS OBTAINED BY CLASSIFIER LEARNED BY

CONSERVATIVE LEARNING.

depicted in Fig.2. As can be seen from Fig.2(c) the same
framework can also be applied for learning, e.g., a car detector.
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