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Abstract

This paper proposes a novel framework for learning object detection without labeled train-
ing data. The basic idea is to avoid the time consuming task of hand labeling training
samples by using large amounts of unsupervised data which is usually available in vision
(e.g. a video stream). We propose a bootstrap approach which starts with a very simple
object detection approach, the data obtained is fed to the next level which uses a robust
learning mechanism to obtain a better object detector. If necessary this detector can be
further improved by the same mechanism at the next level. We demonstrate this approach
on a complex person detection task. We show that we can train a person model without any
labeled training data.

1 Introduction

Starting with face detection [12, 18] there has been a considerable interest in visual object de-
tection in recent years, e.g., pedestrians [19], cars [1], bikes [10], etc. At the core of most object
detection algorithms is usually a classifier, e.g., AdaBoost [3], Winnow [7], Neural network [12]
or support vector machine [17]. The task of the classifier is to decide if the cropped window
contains the object of interest or not. The search is repeated for all locations and scales, there-
fore, the classification has to be very fast. The proposed approaches have achieved considerable
success in the above mentioned applications.

However, a requirement of all these methods is a training set which in some cases needs to be
quite huge (several thousands of scaled and aligned images). The problem of obtaining enough
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training data increases even further because the methods are view based, i.e., if the view-point
of the camera changes significantly (e.g. car from the side and car from the back) the classifier
needs to be retrained. Training data is usually obtained by hand labeling a large number of
images which is a time consuming and tedious task. It is clear that this is not practicable for
applications requiring a large number of different view-points (e.g. video surveillance by large
camera networks). Therefore, the main limitation of these approaches is to obtain a represen-
tative set of labeled object data. Negative examples (i.e., examples of images not containing
the object) are usually obtained by a bootstrap approach [15]. One starts with a few negative
examples and trains the classifier. The obtained classifier is applied to images not containing
the object. Those sub-images where a (wrong) detection occurs are added to the set of negative
examples and the classifier is retrained. This process can be repeated several times. Therefore,
obtaining negative examples is usually not much of a problem.

The main contribution of this paper is to propose a novel framework to avoid hand labeling
of training data for object detection tasks which is demonstrated on a pedestrian detection task.
The basic idea is to use the huge amount of unlabeled data that is readily available for most
detection task (i.e., just mount a video camera and observe the scene).

In particular, we propose the following (see Fig. 1 for an illustration): We start training the
detection framework with a simple classifier (in our particular example we use a simple motion
detection by background subtraction and classification based on the size and aspect ratio of the
motion blobs). It is clear that this simple classifier will produce wrong classifications (if not,
our task would be solved and we can stop). Nevertheless we can use this classifier to produce
a labeled training set. Since we have excessive data available we can pick only those samples
where the classification is correct with a high likelihood (i.e., we have only a few false detections
but might miss many persons). Fig. 2 shows the results of such a simple classifier. The person
in (a) is detected correctly, while the persons in (b) and (c) are not detected because the person
with the buggy and the biker produce a too large motion blob. The thus obtained training set
can now be used to train another classifier.
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Figure 1: A sketch of the proposed framework of bootstrapped learning



In particular we propose to use a generative (reconstructive) method because it allows us to
apply a robust detection scheme. Since we expect also wrong examples in the training set (mis-
classifications) we emphasize the importance of a robust training algorithm that can cope with
outliers in the training data. To demonstrate the approach we use robust PCA as a generative
robust classification procedure. The outlined process can be continued because with the new
classifier we can produce a better labeled training set which we can use in turn to train another
classifier etc. In fact, we can even use voting of the multiple classifiers obtained in the process
(they are trained on different data) to generate another classifier. In the more general case we
can also use different features for the different classifiers. In this case we increase the diversity
of the classifiers which in turn would support voting. Later in the process we can also introduce
discriminative classifiers like AdaBoost (the problem with discriminative methods is that they
are inherently non robust (which is particularly true for AdaBoost) and are therefore not well
suited in the early stage of training, but later when we have an almost correct training set we
can obtain better detection rates with discriminative methods). The negative examples needed
for training discriminative classifiers can be obtained by standard bootstrapping.

(a) (b) (c)

Figure 2: Match and mismatches of the motion classifier

The outlined approach is similar to the recent work of Nair and Clark [9] and Levin et al. [6].
Nair and Clark propose to use motion detection for obtaining the initial training set and then
Winnow as a final classifier. Their approach does not include a robust training procedure which
we show is quite beneficial, nor does it iterate the process to obtain more accurate results. In that
sense our framework is more general. Levin et al. use the so called co-training framework to
start with a small training set and to increase it by using a co-training of two classifiers operating
on different features. This is similar to our voting proposal. However, they do not emphasize
the role of robust classification, nor do they include more than two classifiers in the process. In
this sense our approach is a generalization of both approaches. We emphasize the role of robust
training which achieves better classification results in shorter time (i.e., make better use of the
data), we use both generative and discriminative classifiers in the same framework.

The rest of the paper is organized as follows. In section 2 we detail our approach. In order to
make the discussion concrete we will discuss it within the framework of person detection from
videos. We will demonstrate the framework on using motion detection (a simple approximated
median background model) and PCA and robust PCA as generative classifiers. The experimen-
tal results in section 3 demonstrate the approach on some challenging outdoor video sequences
with groups of people and occlusions. Finally, we present some conclusions and outlook.



2 Bootstrapped Learning for Person Detection

Let us put the whole procedure in more formal terms. LetX = {x1, . . .xn|xi ∈ IRm} be a
set of unlabeled training data. In fact, we assume that this set is very large (our scenario is
video surveillance where we can easily obtain huge amounts of unlabeled data). We start the
bootstrap procedure with a very simple classifierC0 (in this paper we use motion detection and
classification according to the bounding box of the motion blob see section 2.1). This classifier
will label some of the images in the sequence, i.e., we obtain a set of positively labeled samples
X0 = {xi|xi ∈ X, C0(xi) = 1}, where we denote a positive classification withC0(xi) = 1. It
is important that we take only those classifications that are quite certain, therefore the setX0

will contain a lot of correctly labeled examples (we assume that the majority of samples will
be labeled correctly), but a lot of correct samples from the setX will not be included inX0, in
addition there will be also some mislabeled samples (minority of samples)1.

To obtain a better classifier in the next round we can now use the setX0 for training a classi-
fier C1. There are two important things to note, we have only positively labeled samples and the
training set might contain outliers. Therefore, we propose to use a generative (reconstructive)
classifier in levelC1, in particular we will use PCA (see section 2.2) but any other generative
classifier can be used as well. This choice is important because only with generative methods
we can learn from positive samples only, moreover we have the possibility to perform robust
training, i.e., reject entire training samples or take only sub-parts of images for training (e.g.
detect the person pushing the buggy and not the buggy). Having trainedC1 we can employ
it on the parts of the setX not used by any other classifier (i.e., in fact we have a sequence
and we can just use the next images), producing a labeled setX ′

1, the new training set is then
X1 = X ′

1 ∪ X0. This process can be continued to obtainC2 andX2 etc. The two important
things to note are that we produce a diverse set of classifiers since we are using different data
to train them (this is the same argument as used in boosting). If the classifiers produced are not
diverse enough (i.e., the improvements from step to step are slow) we can increase the diversity
by following options:

1. We can use a different classifier in the process (in fact when we have already a large
training set we can also use a discriminative classifier).

2. We can use voting of classifiersC1 . . . Ck to obtain a new one.

3. We can use a different set of features and employ ideas from co-training [6] to increase
the diversity.

The critical question is if the outlined process will improve the classifier in each step and when
will it converge. A proof under general conditions is difficult to obtain (and perhaps not even
possible). But there are several hints which show that the proposed approach is powerful. The
process resembles in some aspects Boosting, which has been proven to improve the classifi-
cation accuracy of weak classifiers [3]. The process is also closely related to co-training [2]

1If we are not able to obtain an “unsupervised” initial classifier we could start the whole process using a few
hand labeled samples to generate an initial classifier.



which has been proven to increase the accuracy of the underlying classifiers (unfortunately the
assumptions for the proof are rarely satisfied in practice). As the experiments in section 3
demonstrate the proposed method works for a a challenging person detection task.

2.1 Motion Detection

Having a stationary camera a common approach to detect moving objects is to threshold the
difference image between the currently processed image and a background image. A widely
used and simple method for generating a background model is a pixel-wise median filter of
lengthL:

bt(m,n) = medianL(xt−L(m,n), . . . ,xt(m,n)) (1)

This implicitly assumes that an object will not stay at the same position for more thanL/2
frames. This simple method has two main disadvantages:

1. The median must be computed at each time stept.

2. L frames must be stored in the memory.

An alternative computationally more efficient method was developed by McFarlane and
Schofield [8]. The approximated median filter computes an approximation of the median by
incrementing the current estimate by one if the input pixel value is larger than the estimate and
by decreasing it by one if smaller:

bt+1(m,n) =

{
bt(m,n) + 1 bt(m,n) < xt(m,n)
bt(m,n)− 1 bt(m,n) > xt(m,n)

(2)

This estimate eventually converges to the real median. Thus, after the initial model was com-
puted only one reference image must be stored in memory. Considering the size and the geom-
etry of a detected blob, the motion information can be used as a simple classifier.

2.2 PCA and Robust PCA

As a classifier we use PCA and Robust PCA. The main reason is that they are simple and
efficient generative methods and that there are robust and on-line variants of these algorithms
available (even robust and on-line algorithms see [13]).

Let xi = [x1i, . . . , xmi]
T ∈ IRm be an individual image represented as a vector, andX =

[x1, . . .xn] ∈ IRm×n. To simplify the notation, we assumeX to be normalized, having zero
mean. The eigenvectors (principal axes) obtained fromX are denoted byei = [e1i, . . . , emi]

T ∈
IRm; E = [e1, . . . en] ∈ IRm×n. The columns ofE, i.e., eigenvectors, are arranged in decreasing
order with respect to the corresponding eigenvalues. Usually, onlyk, k < n, eigenvectors (those
with the largest eigenvalues) are needed to representxi to a sufficient degree of accuracy as a
linear combination of eigenvectorsei:



x̃ =
k∑

i=1

ai(x)ei = Ea , (3)

wherex̃ denotes the approximation ofx. The entire set of imagesX can thus be represented as
X̃ = EA whereA = [a1, . . . an] ∈ IRk×n consists of coefficient vectorsai = [a1i, . . . , eki]

T ∈
IRk.

Having an eigenspace encompassing the training images and being given an input image
y, recognition occurs as an estimation of the parametersai(y). These can be calculated by a
standard projection

ai(y) = eT
i y =

m∑
j=1

ejiyj , i = 1 . . . k , (4)

or, as a robust procedure [5], by solving a system of linear equations

yri
=

k∑
j=1

aj(y)eri,j , i = 1 . . . q , (5)

evaluated atq ≥ k pointsr = (r1, . . . rq).
Once we have obtained the parametersai(y) we can reconstruct the image using (3), and

determine the reconstruction errorε = ||x − x̃||, based on this error we can perform object
detection.

In order to train PCA when we have noisy samples we need a robust algorithm for obtaining
E. Several methods to robustly extract the principal axes in the presence of outliers have been
proposed in the statistical community; see [4] for a nice overview. The major drawback of
these methods is that either they rely on the calculation of a “robust” covariance matrix, which
is due to the high dimensionality of image data not feasible, or that they discard entire data
vectors [20]. In the later case, a whole image would be eliminated just because of a single
outlying pixel. For the tasks we envision to tackle, this would mean that no images would be
usable since, in general, each of them might contain some outliers.

Two recent papers one by De la Torre and Black [4] and the other by Skocaj et al. [14]
have presented methods which are robust and suitable for high dimensional image data. The
method of De la Torre and Black is based on robust M-estimator. Their formulation yields a
high dimensional non-linear optimization problem which has to be solved in an iterative manner.
Therefore, the computational complexity of the algorithm is very high. The algorithm of Skocaj
et al. is based on the EM formulation of PCA [11, 16] and is computationally much cheaper.

3 Experimental Results

3.1 Test Data

For our experiments we used a challenging surveillance video consisting of approximative
15000 frames. The video is available in uncompressed true color with a resolution of720× 576



pixels (see Fig. 3). For computational reasons we converted the frames to gray-values and
cropped only subimages of the size240 × 240. For evaluation purpose we generated a new
video from several interesting subsequences (containing multiple persons, occlusions etc). This
video consists of1650 frames and was manually annotated (all together about 1750 persons),
where the average size of the people is about60 × 30 pixels. For training we used only every
fifth frame to avoid too many similar training objects.

Figure 3: Full video frame:720× 576 pixels

3.2 Description of Experiments

We have evaluated three steps on the video sequence described above to show that the detection
rate can be increased from step to step.

Step 1: The first classifierC0 is based on motion information. Moving pixels are estimated by
thresholding the difference image between the current frame and an estimated background
model. Connected foreground pixels are grouped into blobs that are geometrically tested.
Only blobs that fulfill the size and aspect ratio restrictions are accepted as a person (these
parameters are derived from a rough calibration of the ground plane). For estimating the
background model the approximated median method is applied. As a result we get the
labeled setX0.

Step 2: The second classifierC1 is obtained by standard PCA training onX0 (there is not
enough data for robust PCA in this step). For detection subimages are cropped and trans-
formed into the eigenspace, where the PCA coefficients are estimated by the robust pro-
cedure [5] (see equation (5)). If the reconstruction error is below some thresholdθperson

a subimage is accepted as a person. To save computing time, only those regions are pro-
cessed where the motion detection has detected blobs. To ensure that partially occluded
persons are also included in this processing step the detected blobs are enlarged based on
the geometry of the blob. As a result we get the labeled setX ′

1.

Step 3: The third classifierC2 is obtained by PCA training onX1, whereX1 = X ′
1 ∪X0. In

contrast to Step 2 the eigenspace is now computed using the the robust PCA learning
algorithm [14]. The detection is performed as described in Step 2.



3.3 Results

The simple classifier based on motion information (Step 1) detects only about 34% of all pedes-
trians2, but due to the rather restricted parameter settings there are no false positives. Using the
standard PCA method (Step 2) we get a detection rate of64%, almost two times as much de-
tections as in Step 1. But note that there also a few false positives now, where partially detected
persons are counted as errors. The results of Step 3 show an increase in performance using
the robust algorithm. The detection rate is increased to75%, while the misclassification rate is
decreased. This demonstrates the advantage of using a robust learning algorithm. These results
are summarized in Table 1.

matches % mismatches %
Step 1 34.3% 0.0%
Step 2 64.3% 1.9%
Step 3 75.5% 1.1%

Table 1: Detection/False Detections rates on the whole annotated video sequence

Let us now look at a few examples. Fig. 4 shows the father with the buggy. It was not
detected in Step 1 because the motion blob is too big. But it was detected in Step 2 and also in
Step 3.

(a) (b) (c)

Figure 4: Father pulling the buggy is detected: (a) Step 1, (b) Step 2, (c) Step 3

The next example shows the benefit of using a robust training procedure. Fig. 5 shows two
persons close together. They are not detected in Step 1, in Step 2 a false detection occurs, but
using the robust PCA method both persons are correctly detected. Additionally the biker is
detected in Step 3.

4 Summary and Conclusions

We have presented a novel framework for unsupervised training of an object detection system
that can be applied for automatically labeling a huge amount of data. Therefore the time con-
suming task of hand labeling the data can be reduced to an initial estimation of the parameters

2Here all bikers are accepted as a persons. The total number of bikers is below1% of all detections.



(a) (b) (c)

Figure 5: RPCA yields matches of higher quality: (a) Step 1, (b) Step 2, (c) Step 3

needed for motion detection. The basic idea is to use a bootstrap approach, starting with a very
simple object detection system and then using a sequence of classifiers to generate better object
detectors. We have demonstrated the framework on a surveillance task where we have learned a
pedestrian detector. We have started with a simple moving object classifier and then used PCA
and Robust PCA to obtain more complex classifiers. Compared to the initial classification we
have increased the performance of the system by more than a factor of2. The final detection
rate of75% is not overwhelming, but so far we have due to limited amount of data not trained
another classifier and stopped after Step 3. We have stressed the importance of robust training.
As the examples have shown we will usually have errors in the training set, therefore it is im-
portant to be robust during training. We have used the system in an offline fashion, but for both
PCA and Robust PCA there are online algorithms available, so we could in principle perform
the training also online while the system is in operation.

The framework we have presented is quite general. Our next steps are to increase the diver-
sity of classifiers and to include also voting in the process. Another interesting point is to add
a discriminative classifier (e.g. AdaBoost) later in the process to further increase the detection
rate.
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