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Abstract

This paper introduces a hierarchical approach for multi-
component tracking, where the object-to-be-tracked is mod-
eled as a group of spatial related parts. We propose to use
a robust particle filtering framework for tracking the indi-
vidual components and outline how the spatial coherency
between the parts can be efficiently integrated by analyzing
a two-level hierarchy of particle filters. Including spatial in-
formation allows to handle common tracking problems like
occlusions, clutter or blur. Furthermore, the dynamic calcu-
lation of particle set uncertainties allows a dynamic adap-
tion of stiffness values for the spatial model to e. g. force
occluded parts to stay in spatial relation. The experimen-
tal section proves the robustness of the proposed tracker on
challenging sequences of the VIVID-PETS database.

1 Introduction

Visual tracking is an important task in many com-
puter vision applications like visual surveillance, human
computer interaction, traffic monitoring or sports analy-
sis. Many different methods have been proposed for visual
tracking but recently especially probabilistic methods like
particle filtering [1] were of high interest. Particle filtering
has been widely applied to tracking problems where it is
also known as Condensation algorithm. The particle filter
can be interpreted as a probabilistic search algorithm where
a set of particles, each representing one possible state, mod-
els the posterior probability representing the current knowl-
edge about the object state.

Particle filters applied for tracking are typically based on
color, contours or other appearance models as underlying
features. Because for every hypothesized state all features
have to be calculated the computational complexity strongly
depends on the number of particles. Unfortunately the re-
quired number of particles increases exponentially with the
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dimensionality of the state space. Therefore, various au-
thors describe ways to decrease the computational complex-
ity by using hierarchical approaches. In [14] and [6] the
complexity of features is increased in every level, while the
number of particles is decreased. Efficient methods for par-
titioning the state space are shown in [13, 12], nevertheless
a prior knowledge of possible states has to be given.

Many approaches also tried to simplify the problem by
using part based modeling. For example Brandao etal. [3]
introduced a subspace particle filter for hand tracking in-
cluding a graph-based representation of the hand. The graph
(of the hand) has to be given a-priori. A part-based method
for tracking loose-limbed people in 3D over multiple views
is presented in [11], which makes use of a bottom-up part
detectors to estimate possible part locations in each frame.
The recent work of Schindler and Dellaert [10] presents a
method for efficiently tracking objects represented as con-
stellation of parts. Rao-Blackwellization is used to integrate
out continuous parameters. This allows to maintain multiple
hypotheses for the object pose without the need to sample
in the high dimensional space, but the constellation of parts
has to stay constant.

We formulate the problem of visual tracking as tracking
a group of spatial related components. These components
can either be understood as parts of a single object or as sev-
eral objects sharing a common behavior e. g. a group of cars.
The main difference to the approaches mentioned above, is
that the spatial model between components has not to be
trained before, and is updated during the tracking process.
We propose a two-level hierarchy of particle filters to effi-
ciently model the state space as is illustrated in Figure 1.
In the first level, independent appearance based particle fil-
ters are used per component. This can be performed very
efficient using appearance model computation based on in-
tegral structures e.g. [9, 4]. Depending on the confidence
value of the particle set, different numbers of particles are
passed on. A second level combines the results of the indi-
vidual components in a spring-mas model, considering their
spatial arrangement. The stiffness between different com-
ponents is set proportional to the uncertainty values of their
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Figure 1. Overview of the proposed ap-
proach. Level 1: Appearance based particle
filtering — circle size corresponds to particle
weights. Level 2: After resampling a humber
of particles from level 1 is passed on to the
second spatial coherency level. Connections
to unstable particle sets are stiffer, illustrated
by differently dashed lines.

particle sets. By using such a robust probabilistic track-
ing framework and integrating a spatial coherence model
we are able to handle problems related to clutter, occlusions
and dynamic object changes. For example it is possible to
update non-occluded components while occluded parts are
forced to stay in relation to the other parts.

The rest of the paper is organized as follows. Section 2
presents our tracking method in detail. Section 3 demon-
strates the quality of the proposed tracker on challenging
video sequences of VIVID-PETS 2005 database. Finally
Section 4 draws some conclusions.

2 Tracking framework

In our tracking framework the object-to-be-tracked O is
modeled as a constellation of N components C,,, or more
generell a group of objects. The tracker has to be initial-
ized by providing these individual components in the first
frame. After initialization we propose to use a two level
hierarchy of particle filters for tracking such constellation

models through an image sequence. The first level models
the posterior probability of each individual component state
and the second level analyzes the spatial coherency of all
components.

2.1 Review of particle filter

Particle filtering for tracking [1] provides a probabilistic
framework, which maintains multiple hypotheses of the cur-
rent object state and has proven to yield impressively robust
tracking results. The probability distribution of the hidden
target state x; of the tracked object at time step ¢ is esti-
mated using a set of Np weighted particles S; = {x%, wi}
with 7 = 1...Np at time-step t, and associated measure-
ments z;. Bach particle 2 simulates the real hidden state
of the the object. Using the dynamic model p(xi|z¢ ;) and
the observation likelihood p(z¢|x¢), the posterior distribu-
tion p(x;|z;) is approximated by this finite set of particles.

2.2 Information exchange between levels

As shown in [6] several observers can be combined
by using multiple stages of importance sampling. Every
stage k uses the weighted particle set of its previous stage
Sk—14 = {x}gfl’t,w}gflyt} as a proposal distribution to
sample a new set Sy; = {z%,,1/Npy} by re-sampling
from Si_1¢. In our two-level hierarchy the first level ob-
servation likelihood p(z1 ¢|z1,) is calculated by analyzing
appearance information which is efficiently estimated based
on integral images as e. g. shown in [9, 4]. Therefore, a high
number of particles can be used and only important ones are
passed to the second level, see Figure 1, which analyzes the
spatial coherence as it is shown in Section 2.3.

In the case of background clutter, occlusion or ambigui-
ties the distribution of the particles can become unsubstan-
tial, which leads to drifting, inaccurate tracking results or
lost objects. Therefore, it is an important task to measure
the quality of a given weighted particle set {z%, w{} to rec-
ognize when tracking of objects fail. As shown by [7, 2] it
is possible to calculate a particle set uncertainty value Ucx
to measure tracking quality.

We use the particle set uncertainties to dynamically reg-
ularize the influence of the spatial coherence. The estimated
uncertainty contributes to the final constellation likelihood
and also to the spring-mass analysis by setting the stiffness
value V;; of the model proportional to the uncertainty of
the components. In such a way, that springs to a component
with high uncertainty are set dynamically to a higher stiff-
ness value. To enhance the influence of the uncertainty in
the spatial model, a sigmoid function was used. This stabi-
lizes the uncertainty behavior on the upper and lower bound
and forces clearer decisions.



2.3 Incorporation of spatial coherency

The second particle filter level models the posterior prob-
ability of the state of the entire constellation model, analyz-
ing the spatial arrangement of the individual components by
a physically-based mass-spring model [5]. A mass-spring
system consists of [N mass points p,, and a set S of pre-
defined springs §;; each linking two mass points p; and
P having a fixed stiffness value W;;. Adapting the stiff-
ness values allows to control the sensitivity of the model to
changes of the spatial configuration. In our case, the mass
points are the center points of the individual components
of our object and we define a spring between all possible
combinations of these points. Thus, for N components we
have N (N — 1)/2 springs. We use the deformation energy
of the system to define the particle likelihood of the second
particle filter level.

The described two-level hierarchy also ensures that a
low number of particles is sufficient to sample the high-
dimensional state-space. The first level provides a set of
P hypothesized states {z},..., 2} for every component,
the corresponding observation likelihoods p (z,% |x§) and the
particle set uncertainty Uc. We propose to use the likeli-
hoods as importance density for randomly drawing the hy-
pothesized first level states of each of the components to
hypothesize entire constellation models, as depicted in Fig-
ure 1. For components having a low uncertainty, i.e. com-
ponents where the corresponding first level feature analysis
provides distinct results, only the highest likelihood parti-
cles should be used. In contrast, for components having
high uncertainty the particles should be drawn almost in-
dependent of the first level likelihoods. Therefore, only a
fixed, uncertainty dependent number of particles is consid-
ered in the constellation sampling process. This number is
set reciprocally proportional to the uncertainty and always
the particles with the highest likelihood are chosen. In such
a way only potentially good constellations are considered in
the second level sampling process.

3 Experiments

This section shows examples for tracking objects sharing
common behavior as e. g. cars on a street. The shown video
data is from the VIVID-PETS 2005' database one of the
most challenging due to occlusions, camera motion, zoom-
ing and blur. In all experiments the appearance likelihoods
of the particles in level 1 are calculated using covariance
features based on a feature vector and update function as
described in [8]. Each component uses 200 particles for
the first level, whereas in the second spatial coherency level
1000 different constellations are analyzed. Please note, that

Thttp://www.vividevaluation.ri.cmu.edu/datasets/datasets.html
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Figure 2. Tracking multiple object sharing
common behavior (Egtest04).

the proposed method can also be used for non-rigid object
tracking, as well as with different features in the first level.

Figure 2 shows tracking results under several occlusions
during the Egtest04 sequence, which is one of the most
challenging sequences in VIVID-PETS. All three objects
start with low uncertainty measurements until the first car
gets occluded around frame 650. Successful handling of
occlusion in several situations in addition with the adaption
of the spatial model is illustrated by the sequence. Incor-
poration of spatial relations using our approach guides all
objects through the occlusions. On reappearance, particles
in the first level are resampled again on the object, leading to
a small uncertainty. The corresponding uncertainty values
Ucy of the three objects are plotted in Figure 3. Please note
that during several frames even two objects are occluded.

To compare our results to a state-of-the-art tracker we
also applied a particle filter embedded covariance tracker as
proposed by Porikli et al. [8] to the test sequences. Figure 4
compares our robust tracking results to the results of the co-
variance tracker, which fails to handle the blurring effects,
because appearance changes too much. Figure 5 demon-
strates that the dynamic adaption of the spatial model stiff-
ness based on particle set uncertainties also allows to handle
dynamic changes of the spatial model.

4 Conclusion and outlook

This paper introduces a two-level hierarchy of particle
filters for tracking constellations of individual components.
We show how the appearance based particle sets of the first
level are fed to a second level which analyzes the spatial
coherency by a mass-spring system. We further described
that the two level design allows to reduce the number of re-
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Figure 3. Uncertainty measurements used to
dynamically set the spatial stiffness between
objects during Egtest04 sequence.
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Figure 4. Including spatial coherence in-
formation allows to prevent that the pro-
posed tracker (red) drifts, while a state-of-
the-art particle filter embedded covariance
tracker (green) fails because of the appear-
ance change by blurring.

quired particles to sample the high-dimensional state space.
A dynamic adaption of the spatial model stiffness allows to
handle occlusion and clutter problems by forcing e. g. oc-
cluded components to stay in relation to the other parts. Ex-
perimental evaluation proved that robust tracking results are
achieved on challenging data sets.
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