








3. Face Recognition from Videos

In the following, we demonstrate our approach for learn-
ing face instance models from videos. In particular, we
consider an episode from the TV series “Buffy the Vam-
pire Slayer”. The task is to assign a name to each face. The
dataset of Everingham et al. [5] provides us with face tracks
and appearance descriptors. In particular, face appearance
is captured by a flexible part-based representation. Facial
feature points are localized by a Pictorial Structures model
[7]. The face descriptor is a concatenation of normalized
pixel patches extracted at those locations. Further, face de-
tections (in individual frames) are grouped into face tracks
by motion information. Finally, a face track encodes the
face appearance of a particular character within a shot.

3.1. Preparation of information cues

To augment the visual information, we exploit two main
information sources closely associated to the video, namely
transcript and subtitles; both containing the dialogs. Ad-
ditionally, the transcript provides naming information and
a textual description of what is happening; the subtitles set
the dialogs into temporal context. To augment the transcript
with the timing information it is aligned with the subtitles
by dynamic time warping. From the transcript we infer the
coarse scene structure, since it embraces scenes with the
textual descriptions of what is happening. This is illustrated
in Figure 2.

Figure 2: Coarse scene structure: The transcript’embraces
scenes with textual descriptions of what is visually happen-
ing. With the augmented timing information of the subtitles
these are put into temporal context.

In addition, the augmented transcript allows to infer the
name of the speaker. Thus, we know who is speaking but
neither if the speaker is visible nor to which face the text
chunk belongs. We refine the candidate label by visual
speaker detection. The decision if a face track is speaking
or not is based on significant lip motion. For that purpose,
we use the duality based TV-L1 method of [16]. Addition-
ally, we estimate a global (head motion) motion compensa-

30btained from the fan web-site http://www.buffyworld.com/. Subti-
tles are extracted of the DVD.

tion and finally just report the flow along the mouth normal
(see Figure 3). Further cues like video editing rules [2],
OCR [13], EPG or tags (dependent on the application sce-
nario) could be used. Nevertheless, we show that in SSMIL
a single weak additional information source is enough to
achieve a significant performance gain over standard MIL.
In the following we define the bags and introduce how we
obtain the priors and labels.
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Figure 3: Visual speaker detection: Two succeeding face
detections, (a) and (b) with localized facial features. The
flow field in x direction (c) shows only minor, widespread
motion. In contrast, the flow field in y (d) shows significant
motion. In particular along the mouth normal.

3.2. Bag types

In order to encapsulate the available information cues
we propose different bag types. A bag consists of one or
more face tracks and an associated label or prior. The face
tracks are represented by their individual face descriptions.
Bags derived from the speaker detection are defined based
on their creation rule. Intuitively, if a face track is detected
as speaking we label it with the matching character name
of the augmented transcript. Accordingly if a person is de-
tected as silent we label it as negative for that cast name. If
a face track is coexistent in time to a speaking one we label
it as negative.

Furthermore, we define bags that contain all face tracks
present in a scene, termed scene bags. The idea is to infer
if a certain character is likely to appear in a particular scene
or not. This is done dependent on the number of spoken
text chunks. We empirically determine the probability that
a character appears in a frontal pose in a temporal neighbor-
hood around a subtitle. Then, the prior is approximated as
binomial distribution, based on the number of subtitle ap-
pearances. One main benefit of the scene bags is that they
capture some orthogonal information with respect to the vi-
sual speaker detection. For example, misses of the speaker
detection and also reaction shots where in a dialog scene a
character is only captured while not speaking. This is not
possible in settings like [5, 6, 14].

3.3. Results

In the following, we evaluate our proposed method on
the publicly available part of the Buffy dataset proposed by
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[ Recall [ 50% [60% [70% [80% [90% [100% |
Peo | 892% [ 82.7% | 75.2% | 69.6% | 66.1% | 61.8%
Pr., | 88.5% | 80.8% | 75.8% | 70.4% | 65.2% | 60.5%
Prean | 88.8% | 82.7% | 75.8% | 69.9% | 65.0% | 61.4%
Pyor | 87.3% | 80.8% | 75.8% | 70.1% | 64.8% | 60.9%

(2) MIL

[ Recall [ 50% [60% [70% [80% [90% [100% |
Pyeo [ 892% [ 85.3% | 80.7% | 76.1% [ 71.7% | 66.9%
Py, | 91.2% | 86.9% | 80.2% | 74.9% | 70.6% | 66.5%
Prean | 90.0% | 86.5% | 82.9% | 76.9% | 72.3% | 68.2%
Pxor | 87.7% | 85.9% | 80.4% | 76.1% | 70.2% | 64.9%

(b) SSMIL

Table 2: Precision values of the different models for the
posterior probability of a bag. In the MIL case (a) the per-
formance is quite similar. In contrast, for SSMIL (b) it is
obvious that Ppean clearly outperforms the other bag poste-
rior models.

Everingham et al. [5]*, which consists of 27504 individual
frontal face detections. The task is to label each of the 516
face tracks by its cast name. The cast list of the ground truth
annotation consists of 11 named entities, the class other and
false positive.

For each cast member we train an one-vs.-all classifier.
The training data contains the bags derived from the speaker
detection and the scene bags. In total 259 tracks show per-
sons when they are speaking. Using the combination of our
visual speaker detection and the augmented transcript we
label 173 tracks; 154 of those are correctly assigned. De-
tailed results of the labelling obtained by speaker detection
for the individual cast members are reported in Table 1. To
finally test the labeling performance, each face track forms
a singleton bag. Testing is done standalone based on pure
face appearance and does not need additional information.

Compliant with previous work we measure the perfor-
mance in a refusal to predict style. By taking the differ-
ence of the leading two classifier scores a confidence is ob-
tained. Further, we rank and threshold the confidences. In
that sense, recall means the percentage of face tracks which
have a higher confidence than the current threshold. Pre-
cision means the ratio of correctly labeled samples, at the
current threshold.

First we report the performances of the different models
for the bag posterior probabilities on this task. The compar-
ison is shown in Table 2. In the MIL case the performance
of the different models is quite similar. In contrast, in the
SSMIL case, especially for higher recall values, it is bene-
ficial to use Piean(y|B;) as bag posterior model. Thus, in
the succeeding experiment we use it as model for the bag
posterior probability.

4The more recent “Buffy” dataset [14] is not publicly available.

In Figure 4 we benchmark our method with previous
work [5, 6]°. The baseline method classifies each track
based on the min-min distance to the tracks labeled by the
speaker detection. The min-min distance d(F;, F;) be-
tween two face tracks F; and F) is defined as follows:

df(F,, F;) = min min ||f; — f;|, (18)

fi€F; f;€F;

where f; € F; and f; € F} are face descriptions. Ac-
cording to [5] we also state the performance of labeling all
face tracks with the cast name appearing most frequently in
transcript (Prior on Buffy). Further, also the performance of
using the aligned subtitles to propose a name is reported.

With the speaker detection we can label 33.4% of the
tracks with a precison of 89.0%. Please note that the base-
line method provides no means for ranking for the tracks
detected as speaking. Therefore, the curve is constant for
the first levels of recall. Due to the nearest neighbor classi-
fication the method has no real chance to recover from la-
beling errors. Label noise propagates directly into the clas-
sification. If the method labels all face tracks a precision of
60.1% is reached. Already MIL outperforms the baseline
over most levels of recall — at 100% recall the precision is
61.4%. SSMIL, however, yields a clear additional improve-
ment. At 100% recall we obtain a precision of 68.2%, an
improvement of 8.1% over the baseline. Indeed, the method
even delivers a higher precision as the speaker detection up
to a recall level of 54%. It labels 20% more tracks with the
same accuracy of 89%. This shows the ability of SSMIL to
recover from labeling errors.

4. Conclusion

In this work we presented the task of face recogni-
tion in weakly labeled videos as Semi-Supervised Multi-
ple Instance Learning (SSMIL) problem. Multiple Instance
Learning enabled us to incorporate ambiguous information
that relates to a bag of instances. Semi-Supervised Learn-
ing allowed us to make use of not fully reliable informa-
tion. By formulating those concepts in a joint loss func-
tion, that measures the penalty for misclassifying training
samples, we are able to optimize it in a Gradient Boost-
ing framework. Gradient Boosting allows to use any suit-
able loss function as long as it is differentiable. To demon-
strate the strength of our method, we evaluated it on the
publicly available part of the Buffy dataset, comparing to
the baseline method proposed by [5]. Already MIL outper-
formed the baseline over most levels of recall. Moreover,
SSMIL revealed a further clear improvement. In particular,
we showed that for SSMIL only one additional weak in-
formation cue suffices to improve the performance over the

SUnfortunately it is not possible to directly compare to the numbers of
the original publication [5, 6] as some important data (speaker detection,
clothing descriptors) is not provided.
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’ Name || Buffy | Willow { Giles | Xander | Anya { Dawn { Tara | Joyce | Spike ‘ Riley | Harm. | Other |

#tracks 110 42 24 30 13 72 16 14 22 29 71 48
TP 39 14 7 16 4 8 5 3 10 5 37 6
FP 4 2 2 2 1 0 0 1 0 2 1 4
Precision 0.91 0.88 | 0.78 0.89 | 0.80 1.00 | 1.00 | 0.75 | 1.00 | 0.71 0.97 0.60
Recall 0.64 0.64 | 0.50 0.80 | 0.57 044 | 050 | 030 | 059 | 045 0.67 0.43

| Coverage | 035 0.33

029] 053

031 ]

011 ] 031 ] 021 ] 045] 0.17] 052 0.3 ]

Table 1: Performance analysis of the labeling obtained by the visual speaker detection: 7P and FP denote the number of true
positives and false positives respectively. While Recall refers to the set of all speaking tracks, Coverage means the percentage
of correctly labeled tracks in relation to the total number cast appearances (including non-speaking tracks).
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Figure 4: Buffy dataset. (a) SSMIL clearly outperforms the baseline (NN) over all levels of recall. (b) The associated

confusion matrix.

baseline. As we are not limited to specific cues or features
the method is easily extendable. For instance it is possible
to incorporate other appearance descriptors or bag types.
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