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Abstract

Videos are often associated with additional information
that could be valuable for interpretation of their content.
This especially applies for the recognition of faces within
video streams, where often cues such as transcripts and sub-
titles are available. However, this data is not completely
reliable and might be ambiguously labeled. To overcome
these limitations, we take advantage of semi-supervised
(SSL) and multiple instance learning (MIL) and propose a
new semi-supervised multiple instance learning (SSMIL) al-
gorithm. Thus, during training we can weaken the prereq-
uisite of knowing the label for each instance and can inte-
grate unlabeled data, given only probabilistic information
in form of priors. The benefits of the approach are demon-
strated for face recognition in videos on a publicly available
benchmark dataset. In fact, we show exploring new infor-
mation sources can considerably improve the classification
results.

1. Introduction

The vast amount of digital video data that is constantly
made available by TV and video-sharing websites could be
an extremely valuable and important source of information.
However, this data is hard to access, since it is mainly in-
dexed by some meta-data and not by its content. Automatic
methods interpreting the visual content would be beneficial
to allow for a more efficient search. In this work, we are par-
ticularly interested in fully automated identification of peo-
ple in videos, requiring to solve the following challenges.
First, detecting people (i.e., their faces) and tracking them
throughout a scene. Second, describing their appearance
for a later re-identification. Third, extracting information
from associated cues such as the audio track (speech recog-
nition), subtitles, the transcript, on-screen text, or electronic
program guide (EPG) data.

This problem was recently tackled by several authors
[1,2,5,6, 11, 14]. Everingham et al. [5, 6] label exemplars
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Figure 1: Face recognition in videos as SSMIL prob-
lem: Multiple instance learning enables to incorporate am-
biguous information (e.g., the video transcript reveals that
a character is present, but the corresponding face is un-
known). Semi-supervised learning makes use of not fully
reliable information. (e.g., a character is speaking with a
certain probability).

by visual speaker detection. The name of the speaker is
obtained by automatically aligning the timing information
of the subtitles with the naming information from the tran-
script. However, due to the nearest neighbor classification
label noise is propagated. Thus, the method cannot recover
from labeling errors. The work of Sivic ef al. [14] replaces
the nearest neighbor framework by multiple kernel classifi-
cation. The base kernels operate on the min-min distance
between HOG [3] blocks. Therefore, the optimized com-
bination coefficients describe the relative importance of the
individual blocks for classification. Nevertheless, the hard-
labeling cannot deal with unreliable information. Moreover,
it is not possible to integrate cues providing information that
cannot be assigned unambiguously to one single instance.
Ramanan er al. [11] use a multitude of inference cues to ob-
tain face clusters. The cues apply to different time scales.
However, the system requires manual user interaction to la-
bel an initial set of face clusters.
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Thus, these methods require either manual labeling, can-
not integrate unreliable information, and information that
applies to multiple instances cannot be used. However,
these are reasonable scenarios when learning from videos
and associated sources, as illustrated in Figure 1. For in-
stance, we know from textual cues that a specific character
should be present in a video scene. But we do not know to
which face it corresponds or even if it is visible.

The goal of this paper is to inherently deal with noisy and
uncertain labels and use of information which cannot be dis-
ambiguated. In particular, we meet these requirements by
proposing a new Semi-Supervised Multiple Instance Learn-
ing (SSMIL) algorithm. Semi-Supervised Learning (SSL)
allows to incorporate labeled and unlabeled data. A special
case is to include probabilistic prior information about the
unlabeled samples. Another significant problem is that for
supervised learning each sample needs to be given a label.
This is often either hard or even impossible. But it is rather
easy to specify a group of data samples for which it can be
ensured that at least one instance carries the label, which
leads to Multiple Instance Learning (MIL) [4]. In MIL data
is provided in form of labeled bags, where a bag is posi-
tive if at least one instance in the bag is positive whereas
accordingly for a negative bag all instances are negative.

Hence, it is clear that both approaches could be bene-
ficial for the given task. On the one hand the associated
information cues provide priors which can be used in an
SSL setting. On the other hand this information might be
ambiguous, which could be resolved by using MIL. Thus,
in the following, we combine both ideas and propose a
new SSMIL approach, that integrates seamlessly informa-
tion sources that are unreliable, ambiguous or both. Fur-
thermore, in contrast to existing approaches, we can also
integrate a multitude of different information sources.

We demonstrate our approach on a challenging dataset
extracted from a TV series. However, the method is not
limited to this scenario and can be easily adapted to other
tasks. Succeeding we introduce the SSMIL algorithm. Fur-
ther, we show in the experiments that a single weak infor-
mation source suffices to obtain a reasonable performance
gain over existing work.

2. SSMIL - Boosting

To make use of not fully reliable and ambiguous infor-
mation cues, we address SSL and MIL in parallel. In par-
ticular, we realize this by formulating those concepts in a
joint loss function, measuring the penalty for misclassifying
training samples, and optimizing it using a Gradient Boost-
ing framework. Thus, during learning we have to ensure
that at least one sample of a positive bag is classified as
positive whereas all instances of negative bags as negative.
Additionally, the prior has to be approximated for the unla-
beled bags.

2.1. Loss Function

Let D; = {(Bll,yl),...,(Bﬁvl,le)} and D, =
{B?, . ,B}(,u} denote the set of labeled and unlabeled
bags, where B; = {x;1,... ,x,;NBi}, x;; € R4, is a bag

containing Np, samples and y; € Y = {0, 1} is the binary
label for the respective bag. Further, we assume that a prior
conditional probability Pp(y|B) is given for the unlabeled
bags. Then, the objective is to minimize the negative log-
likelihood over both the labeled and unlabeled bags.

For the labeled bags, the loss can be written as

N;
Li(D) ==Y [e=yillog(Ply=2IB)), (1)

i=1 z€)y

where [-] is the Iverson bracket and P(y|B!) is the bag pos-
terior. Following the definition of MIL, the bag posterior is
defined as

Py = 1|Bf) =max P(y = 1|x;;) , 2)
J

where P(y = 1|x;;) is the probability that an instance x;;
is positive.

For the unlabeled bags, following the approach of Saffari
et al. [12], we define the loss over the unlabeled bags £, as
the deviation of the model from the prior. In detail, this is
realized by measuring the cross entropy' between the prior
and the model:

Ny,
L.(D) == 3" Poly = 2IB!) log(P(y = 2IBY)) .
i=1z€)
3)

Then, the overall loss function of the semi-supervised
multiple instance problem can be written as the sum of both
losses

with 0 < A < 1 defining the influence of the unlabeled data.

2.2. Optimization — Boosting

To train a classifier, we need to optimize the loss function
defined in Eq. (4). In general, any suitable optimization
method could be applied. In particular, we propose to use
Gradient Boosting [8].

!In the original formulation the Kullback-Leibler (KL) divergence be-
tween the priors and the bag posteriors is used. However, for the optimiza-
tion problem the constant factors can be ignored simplifying the problem
to the cross entropy.
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In general, the goal of Gradient Boosting is to estimate
a strong classifier F'(x) as a linear combination of weak
classifiers f;(x):

T
x) = Z ay fi(x) . ®)
t=1
Thus, we can formulate our optimization problem as
F*(x) = argmin L(D, UD,) , (6)
F(x)

where the instance probability required for the loss function
L is estimated by

F(x)

Py =1x) = )

6F(x) _|_8—F(x) :

Update of Strong Classifiers Gradient Boosting then it-
eratively estimates the function F*(x) by greedily con-
structing base functions f;(x) (weak learners) based on
the preceding f(x), ..., fi—1(x). This is accomplished by
taking the derivative of the loss function with respect to the
current strong classifier’s output for each training sample:

0L(D, UD,) g

aF (Xij) ( )
Next, a new weak classifier f;(x) is constructed to produce
outputs that approximate the inverse direction of this gradi-
ent (i.e., reduce the residuals). The best weight o is then
determined by a line search.

Update of Weak Classifiers In order to train weak learn-
ers in Gradient Boosting, we need to compute the partial
derivatives of the loss function with respect to the response
of the classifier to each instance. As can be seen in Egs. (1)
and (3), we therefore need the derivatives a;;(z) of the log-
likelihood of the bags:

dlog P(y = z|B;)
BF(xij)

ai;(z) = €))

From the definition of Multiple Instance Learning, the
natural choice for the posterior probability of a bag being
positive, would be Eq. (2). However, this measure is not
differentiable, which is a prerequisite to use it within Gra-
dient Boosting. To overcome this problem, the following
approximations can be used:

Noisy OR Viola et al. [15]

NBi

Paor(y=11B;)) = 1= [[(1 = P(y=1|xy)) (10)

Jj=1

Geometric Mean Lin et al. [9]

N 1/NBi
B
Pgeo(y:”Bi):l* H(]'*P(yzﬂxlj))
j=1
(11)
Mean Pang et al. [10]
Pacan(y=1B;) ZP y=1x;;) (12
L., Norm
1/p
Pr_(y=1|B;) = hm ZP y=1|x;;)?
(13)

In fact, the different posterior probabilities yield differ-
ent estimates for a;;(z), however, the rest of the optimiza-
tion problem is untouched.

Using a;; (%) we can derive the gradient of the loss func-
tion with respect to the output of the strong classifier F'(x;;)
as stated in Eq. (8). Thus, we can finally formulate the over-
all optimization process, yielding the t*" weak learner f;(x)
as the dot product of the vector of all partial derivatives of
the loss and the outputs of the new weak classifier:

fe(x) —argmaXZZz yZZa” f(xi5)

f(x i=1 z€)y
NBu

+/\ZZPP y=z|B}") Za” f(xi5)

=1 z€)

(14)

From this formulation we derive the following weight
and label for each instance in order to train a weak classifier
f:(x) optimizing Eq. (14)?. For instances in labeled bags,
V(BL,y;) € Dy, Vx;; € BL, we define the weights as

wij = |ai;(yi)] (15)

and the labels are given by the bag label: y;; = y;. For
instances in unlabeled bags, VB;' € D,,Vx;; € B}, the
weights are defined by

wij =AY _ Pp(y=2|B")ai;(2)

ze)y

; (16)

and pseudo-labels can be defined by looking at the direction
of the gradient:

a7

> Pp(y=2|B)ai;(z) > 01 .

z€Y

2This way we could use any kind of weak learner. In our experiments
we use decision stumps.
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3. Face Recognition from Videos

In the following, we demonstrate our approach for learn-
ing face instance models from videos. In particular, we
consider an episode from the TV series “Buffy the Vam-
pire Slayer”. The task is to assign a name to each face. The
dataset of Everingham et al. [5] provides us with face tracks
and appearance descriptors. In particular, face appearance
is captured by a flexible part-based representation. Facial
feature points are localized by a Pictorial Structures model
[7]. The face descriptor is a concatenation of normalized
pixel patches extracted at those locations. Further, face de-
tections (in individual frames) are grouped into face tracks
by motion information. Finally, a face track encodes the
face appearance of a particular character within a shot.

3.1. Preparation of information cues

To augment the visual information, we exploit two main
information sources closely associated to the video, namely
transcript and subtitles; both containing the dialogs. Ad-
ditionally, the transcript provides naming information and
a textual description of what is happening; the subtitles set
the dialogs into temporal context. To augment the transcript
with the timing information it is aligned with the subtitles
by dynamic time warping. From the transcript we infer the
coarse scene structure, since it embraces scenes with the
textual descriptions of what is happening. This is illustrated
in Figure 2.

Dawn puts down her spoon and turns around,
preparing to argue.

BUFFY: What??

DAWN: Mom, I-I thought you were taking me.
JOYCE: Well, honey, I've got the Gurion
showing tonight, and there's so much to do to
get the gallery ready. (Turns to leave kitchen.)
BUFFY: No, but, see, Mom --

00:05:04,253 --> 00:05:06,892
- What?
- Mom, I thought you were taking me.

Scene

00:05:12,013 --> 00:05:14,925
No, but, see, Mom,that doesn't [...]

Buffy and Dawn run after Joyce as she walks to
the living room.

Subtitles Transcript

Figure 2: Coarse scene structure: The transcript’embraces
scenes with textual descriptions of what is visually happen-
ing. With the augmented timing information of the subtitles
these are put into temporal context.

In addition, the augmented transcript allows to infer the
name of the speaker. Thus, we know who is speaking but
neither if the speaker is visible nor to which face the text
chunk belongs. We refine the candidate label by visual
speaker detection. The decision if a face track is speaking
or not is based on significant lip motion. For that purpose,
we use the duality based TV-L1 method of [16]. Addition-
ally, we estimate a global (head motion) motion compensa-

30btained from the fan web-site http://www.buffyworld.com/. Subti-
tles are extracted of the DVD.

tion and finally just report the flow along the mouth normal
(see Figure 3). Further cues like video editing rules [2],
OCR [13], EPG or tags (dependent on the application sce-
nario) could be used. Nevertheless, we show that in SSMIL
a single weak additional information source is enough to
achieve a significant performance gain over standard MIL.
In the following we define the bags and introduce how we
obtain the priors and labels.

(b) © (@

Figure 3: Visual speaker detection: Two succeeding face
detections, (a) and (b) with localized facial features. The
flow field in x direction (c) shows only minor, widespread
motion. In contrast, the flow field in y (d) shows significant
motion. In particular along the mouth normal.

3.2. Bag types

In order to encapsulate the available information cues
we propose different bag types. A bag consists of one or
more face tracks and an associated label or prior. The face
tracks are represented by their individual face descriptions.
Bags derived from the speaker detection are defined based
on their creation rule. Intuitively, if a face track is detected
as speaking we label it with the matching character name
of the augmented transcript. Accordingly if a person is de-
tected as silent we label it as negative for that cast name. If
a face track is coexistent in time to a speaking one we label
it as negative.

Furthermore, we define bags that contain all face tracks
present in a scene, termed scene bags. The idea is to infer
if a certain character is likely to appear in a particular scene
or not. This is done dependent on the number of spoken
text chunks. We empirically determine the probability that
a character appears in a frontal pose in a temporal neighbor-
hood around a subtitle. Then, the prior is approximated as
binomial distribution, based on the number of subtitle ap-
pearances. One main benefit of the scene bags is that they
capture some orthogonal information with respect to the vi-
sual speaker detection. For example, misses of the speaker
detection and also reaction shots where in a dialog scene a
character is only captured while not speaking. This is not
possible in settings like [5, 6, 14].

3.3. Results

In the following, we evaluate our proposed method on
the publicly available part of the Buffy dataset proposed by
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[ Recall [ 50% [60% [70% [80% [90% [100% |
Peo | 892% [ 82.7% | 75.2% | 69.6% | 66.1% | 61.8%
Pr., | 88.5% | 80.8% | 75.8% | 70.4% | 65.2% | 60.5%
Prean | 88.8% | 82.7% | 75.8% | 69.9% | 65.0% | 61.4%
Pyor | 87.3% | 80.8% | 75.8% | 70.1% | 64.8% | 60.9%

(2) MIL

[ Recall [ 50% [60% [70% [80% [90% [100% |
Pyeo [ 892% [ 85.3% | 80.7% | 76.1% [ 71.7% | 66.9%
Py, | 91.2% | 86.9% | 80.2% | 74.9% | 70.6% | 66.5%
Prean | 90.0% | 86.5% | 82.9% | 76.9% | 72.3% | 68.2%
Pxor | 87.7% | 85.9% | 80.4% | 76.1% | 70.2% | 64.9%

(b) SSMIL

Table 2: Precision values of the different models for the
posterior probability of a bag. In the MIL case (a) the per-
formance is quite similar. In contrast, for SSMIL (b) it is
obvious that Ppean clearly outperforms the other bag poste-
rior models.

Everingham et al. [5]*, which consists of 27504 individual
frontal face detections. The task is to label each of the 516
face tracks by its cast name. The cast list of the ground truth
annotation consists of 11 named entities, the class other and
false positive.

For each cast member we train an one-vs.-all classifier.
The training data contains the bags derived from the speaker
detection and the scene bags. In total 259 tracks show per-
sons when they are speaking. Using the combination of our
visual speaker detection and the augmented transcript we
label 173 tracks; 154 of those are correctly assigned. De-
tailed results of the labelling obtained by speaker detection
for the individual cast members are reported in Table 1. To
finally test the labeling performance, each face track forms
a singleton bag. Testing is done standalone based on pure
face appearance and does not need additional information.

Compliant with previous work we measure the perfor-
mance in a refusal to predict style. By taking the differ-
ence of the leading two classifier scores a confidence is ob-
tained. Further, we rank and threshold the confidences. In
that sense, recall means the percentage of face tracks which
have a higher confidence than the current threshold. Pre-
cision means the ratio of correctly labeled samples, at the
current threshold.

First we report the performances of the different models
for the bag posterior probabilities on this task. The compar-
ison is shown in Table 2. In the MIL case the performance
of the different models is quite similar. In contrast, in the
SSMIL case, especially for higher recall values, it is bene-
ficial to use Piean(y|B;) as bag posterior model. Thus, in
the succeeding experiment we use it as model for the bag
posterior probability.

4The more recent “Buffy” dataset [14] is not publicly available.

In Figure 4 we benchmark our method with previous
work [5, 6]°. The baseline method classifies each track
based on the min-min distance to the tracks labeled by the
speaker detection. The min-min distance d(F;, F;) be-
tween two face tracks F; and F) is defined as follows:

df(F,, F;) = min min ||f; — f;|, (18)

fi€F; f;€F;

where f; € F; and f; € F} are face descriptions. Ac-
cording to [5] we also state the performance of labeling all
face tracks with the cast name appearing most frequently in
transcript (Prior on Buffy). Further, also the performance of
using the aligned subtitles to propose a name is reported.

With the speaker detection we can label 33.4% of the
tracks with a precison of 89.0%. Please note that the base-
line method provides no means for ranking for the tracks
detected as speaking. Therefore, the curve is constant for
the first levels of recall. Due to the nearest neighbor classi-
fication the method has no real chance to recover from la-
beling errors. Label noise propagates directly into the clas-
sification. If the method labels all face tracks a precision of
60.1% is reached. Already MIL outperforms the baseline
over most levels of recall — at 100% recall the precision is
61.4%. SSMIL, however, yields a clear additional improve-
ment. At 100% recall we obtain a precision of 68.2%, an
improvement of 8.1% over the baseline. Indeed, the method
even delivers a higher precision as the speaker detection up
to a recall level of 54%. It labels 20% more tracks with the
same accuracy of 89%. This shows the ability of SSMIL to
recover from labeling errors.

4. Conclusion

In this work we presented the task of face recogni-
tion in weakly labeled videos as Semi-Supervised Multi-
ple Instance Learning (SSMIL) problem. Multiple Instance
Learning enabled us to incorporate ambiguous information
that relates to a bag of instances. Semi-Supervised Learn-
ing allowed us to make use of not fully reliable informa-
tion. By formulating those concepts in a joint loss func-
tion, that measures the penalty for misclassifying training
samples, we are able to optimize it in a Gradient Boost-
ing framework. Gradient Boosting allows to use any suit-
able loss function as long as it is differentiable. To demon-
strate the strength of our method, we evaluated it on the
publicly available part of the Buffy dataset, comparing to
the baseline method proposed by [5]. Already MIL outper-
formed the baseline over most levels of recall. Moreover,
SSMIL revealed a further clear improvement. In particular,
we showed that for SSMIL only one additional weak in-
formation cue suffices to improve the performance over the

SUnfortunately it is not possible to directly compare to the numbers of
the original publication [5, 6] as some important data (speaker detection,
clothing descriptors) is not provided.
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’ Name || Buffy | Willow { Giles | Xander | Anya { Dawn { Tara | Joyce | Spike ‘ Riley | Harm. | Other |

#tracks 110 42 24 30 13 72 16 14 22 29 71 48
TP 39 14 7 16 4 8 5 3 10 5 37 6
FP 4 2 2 2 1 0 0 1 0 2 1 4
Precision 0.91 0.88 | 0.78 0.89 | 0.80 1.00 | 1.00 | 0.75 | 1.00 | 0.71 0.97 0.60
Recall 0.64 0.64 | 0.50 0.80 | 0.57 044 | 050 | 030 | 059 | 045 0.67 0.43

| Coverage | 035 0.33

029] 053

031 ]

011 ] 031 ] 021 ] 045] 0.17] 052 0.3 ]

Table 1: Performance analysis of the labeling obtained by the visual speaker detection: 7P and FP denote the number of true
positives and false positives respectively. While Recall refers to the set of all speaking tracks, Coverage means the percentage
of correctly labeled tracks in relation to the total number cast appearances (including non-speaking tracks).

, Buffy
o Y Willow

09 - Giles
08 Xander
07 Anya

Dawn
0.6

] 2 Tara
3
g OS L = Joyce
a .
04 Spike
03 —— SSMIL Riley
02lmimimim s s i m o Harmony
’ 1-fp Gloria
0.1 == Prior (Buffy)
= = = Subtitles only Other s =
00 0.1 0.2 03 04 05 0.6 0.7 0.8 09 1 m B O >< < D o m o o
Recall predicted as...

(a) Precision/Recall

(b) Confusion Matrix

Figure 4: Buffy dataset. (a) SSMIL clearly outperforms the baseline (NN) over all levels of recall. (b) The associated

confusion matrix.

baseline. As we are not limited to specific cues or features
the method is easily extendable. For instance it is possible
to incorporate other appearance descriptors or bag types.
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