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Abstract

A central task in many visual surveillance scenarios is person re-identification, i.e., rec-

ognizing an individual person across a network of spatially disjoint cameras. This is

a very hard task for human operators and even harder for automated systems due to

several challenges such as changes in viewpoint, pose, and illumination. To cope with

these difficulties, most existing methods either try to find a suitable description of a

person’s appearance or learn a discriminative model. Since these different representa-

tional strategies capture a large extent of complementary information, in this thesis, we

propose to exploit both directions.

In particular, we first introduce an application-focused approach of integrating a

descriptive and a discriminative person model into a single system. Given a specific

query person, we initially run a fast, descriptive stage, where appearance is captured by

a set of region covariance descriptors. This allows us to quickly provide a preliminary

search result to a human operator. In a second stage, the operator can then refine the

thus obtained result by applying a discriminatively learned person model, which is

based on boosting for feature selection. In this way, we can take advantage of both, the

time efficiency of the descriptive as well as the improved accuracy of the discriminative

model.

The second part of this thesis is devoted to metric learning, a relatively new direc-

tion in the field of person re-identification. Although it provides a very elegant and

mathematically principled fusion of descriptive and discriminative techniques, most ex-

isting metric learning approaches are not adapted to the task at hand and additionally

suffer from high computational costs. Hence, in our work, we address these shortcom-
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ings and develop methods that are not only much more efficient, but also less prone to

over-fitting, thus, enhancing their practical applicability in realistic, large-scale camera

networks.

In order to demonstrate the benefits of our combined strategy, we present results

on several publicly available benchmark datasets of different complexity. We show that

having two complementary information cues capturing diverse aspects of a person’s

appearance is advantageous for the given problem, and that metric learning can achieve

state-of-the-art or even better performance, however, requiring much less computational

power compared to many other person re-identification approaches.

Keywords: inter-camera person re-identification, descriptive methods, discriminative

methods, efficient metric learning.



Kurzfassung

Die Wiedererkennung von Personen in Kameranetzwerken zählt zu den Kernaufgaben

vieler visueller Überwachungssysteme. Ausgehend von der Sichtung einer gesuchten

Person in einem Kamerabild, sollen möglichst rasch sämtliche Erscheinungen dersel-

ben Person in weiteren Kameras des Netzwerkes gefunden werden. Sowohl für Men-

schen als auch für automatische Systeme stellt dies eine äußerst schwierige Aufgabe

dar, da sich die Abbildung einer Person zwischen zwei verschiedenen Kameras sehr

stark unterscheiden kann, beispielsweise aufgrund von Veränderungen im Blickwinkel,

der Körperhaltung und der Beleuchtung. Viele der existierenden Systeme zur automa-

tischen Personensuche setzen daher entweder auf eine deskriptive Strategie, versuchen

also eine robuste, ganzheitliche Personenbeschreibung zu generieren, oder verfolgen

einen diskriminativen Ansatz, um spezifische Details einer bestimmten Person zu ex-

trahieren. Da diese beiden komplementären Richtungen ganz unterschiedliche Aspekte

eines Personenbildes erfassen können, schlagen wir in dieser Dissertation vor, beide für

die Personensuche zu verwenden.

Um dies zu erreichen, stellen wir zuerst einen anwendungsorientierten Ansatz vor,

der beide Strategien in einem System vereint. Wird eine Person zur Suche ausgewählt,

so beginnen wir mit einem schnellen, deskriptiven Suchverfahren, bei dem verschiedene

visuelle Merkmale mit Hilfe einer Kovarianzbeschreibung erfasst werden. Dadurch ist

es unserem System möglich, dem Benutzer sehr rasch ein erstes Suchergebnis zu prä-

sentieren. Falls nötig, kann dieses Ergebnis in einem zweiten Schritt dann noch weiter

verfeinert werden. Dazu verwenden wir ein auf Boosting basierendes, diskriminatives

Suchverfahren. Bezogen auf das Gesamtsystem bedeutet diese zweistufige Vorgehens-
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weise, dass wir sowohl die geringere Rechenzeit des deskriptiven, als auch die höhere

Genauigkeit des diskriminativen Modells ausnutzen können.

Im zweiten Teil dieser Dissertation beschäftigen wir uns mit verschiedenen Metrik-

Lernverfahren, einem relativ neuen Forschungsgebiet im Bereich der visuellen Perso-

nenwiedererkennung. Obwohl Metrik-Lernverfahren eine sehr elegante und mathema-

tisch fundierte Verbindung von deskriptiven und diskriminativen Techniken erlauben,

so sind die meisten vorhandenen Ansätze nicht an die speziellen Herausforderungen,

die bei der Personensuche auftreten, angepasst und benötigen darüber hinaus noch eine

hohe Rechenleistung. Um diese Einschränkungen zu beseitigen und damit die prakti-

sche Anwendbarkeit der Lernverfahren zu erhöhen, untersuchen wir in dieser Arbeit

Methoden zum Lernen von Metriken die nicht nur sehr viel effizienter, sondern auch

robuster sind als existierende Ansätze.

Im letzten Teil demonstrieren wir schließlich die Vorteile unserer kombinierten

Strategie auf mehreren öffentlich zugänglichen Personendatenbanken unterschiedlicher

Komplexität. Die Ergebnisse zeigen, dass sich die komplementären Aspekte, die von

deskriptiven und diskriminativen Modellen beschrieben werden, äußerst nutzbringend

miteinander verbinden lassen. Dies trifft im Besonderen auf Metrik-Lernverfahren zu,

welche nicht nur hervorragende Resultate erzielen, sondern im Vergleich zu anderen

Ansätzen auf dem Gebiet der visuellen Personenwiedererkennung auch um ein

Vielfaches effizienter sind.

Schlüsselwörter: kameraübergreifende Personenwiedererkennung, deskriptive

Methoden, diskriminative Methoden, effiziente Metrik-Lernverfahren.
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1.1 Problem Statement

Due to ceaseless advances in the research in semi-conductors, communication technolo-

gies, and image sensors, installations of camera networks nowadays are widespread.

They occur in various domains ranging from rather small home surveillance applica-

tions in private areas, to medium-sized and large installations for monitoring public

areas, e.g., shopping centers, airports, train stations, public transportation, sports cen-

ters, and so on. Since more and more public areas become subject to video surveillance,

it becomes infeasible to analyze the ever growing amount of recorded video data. Hence,

efficient, automatic systems are required in order to reduce the load on human opera-

tors.

This especially applies for person re-identification, a central task in many surveil-

lance scenarios. It can be described as recognizing an individual in different locations

across a network of non-overlapping cameras, thereby enabling person tracking within
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2 Chapter 1. Introduction

the entire observed scene. In contrast, most tracking approaches encountered in the

field of computer vision are targeted at single-view applications and work on a frame-

to-frame basis, which means that they are able to maintain the identity of a person only

within the video feed of one camera. While a single camera might be sufficient for mon-

itoring very small areas, additional cameras quickly become necessary as larger scenes

have to be observed. If the dimensions and layout of the site allow deploying a camera

network with enough overlapping fields of view, inter-camera tracking can be achieved

by spatio-temporal reasoning. However, in most realistic settings, the required num-

ber of cameras and associated costs would be too high, so that the coverage is rather

sparse, leaving “blind gaps”. Since there is a significant uncertainty in the behavior

of a person in a blind gap, taking advantage of space-time proximity is often impos-

sible. Indeed, a person can leave one camera view, enter an uncovered area, and then

re-appear in a completely different view after an unknown period of time. Establishing

correspondences between person appearances in such conditions is the main target of

person re-identification. In other words, re-identification extends tracking beyond blind

gaps. An overview of the different setups is depicted in Figure 1.1.

In this thesis, we focus on person re-identification across blind gaps, i.e., the uncon-

strained setting. In particular, we address the task of selecting a person in one camera

view and then recognizing the same person in any other view without easing the prob-

lem by spatio-temporal reasoning based on the scene layout. Furthermore, we assume

that persons have already been detected in all camera views, i.e., we do not tackle the

detection problem. Figure 1.2 shows a typical use case, where a human operator se-

lects a specific person in one camera view, and the system should automatically find the

same person in another view. Usually, the images of the query persons are referred to as

probe images, and the images searched trough are termed gallery images [30]. Depending

on the setup, we also have to differentiate between systems that only provide a single

image per person and camera view (single-shot) and systems where multiple images per

person are available (multi-shot). It is obvious that the latter type provides richer infor-

mation, since each person is captured in several different poses. But on the other hand,

such systems require more sophisticated algorithms to be able to exploit the additional

information, so that the runtime is considerably higher than in the single-shot case.
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(a) (b)

(c)

Figure 1.1: From single-view tracking to person re-identification: (a) Single-view tracking algo-
rithms typically maintain the identity of an individual from one video frame to the next. (b)
If possible, spatio-temporal constraints can facilitate the task of establishing correspondences
between camera views. (c) In the general case of person re-identification, no assumptions about
the behavior of a person in unobserved areas can be made.

1.2 Applications

As already mentioned, person re-identification plays a crucial role in many surveillance

scenarios. Being able to automatically browse hundreds of camera views for a specific

person can be very helpful in many different situations and leads to a number of use-

ful applications. Examples include specific re-identification scenarios such as tracking

suspects and criminals over multiple cameras or finding children who lost their parents,

but also anonymous tasks such as analyzing crowd movements in public places or gath-
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(a) (b)

Figure 1.2: An exemplary person re-identification task: (a) Starting from bounding boxes re-
turned by some person detector, a certain individual is selected in one camera view, yielding
the probe image. (b) The same person should then be automatically identified in another view
containing the gallery images. Matching instances are indicated by green bounding boxes, non-
matching ones by red bounding boxes.

ering information about the flow of customers in shops and shopping centers, which

is achieved by identifying individual persons. These latter examples show that person

re-identification can also be used to gather information about the behavior of people,

thus, facilitating scene understanding, the ultimate goal of any surveillance system.

While basically being applicable to all setups that involve more than one camera,

person re-identification is especially targeted at large-scale installations consisting of

dozens of cameras. Monitoring a high number of different cameras can quickly over-

challenge a human operator and lead to lack in concentration, tiredness, and faults. To

prevent this, the workload has to be shifted to (semi-) automatic re-identification sys-

tems. Even if such systems are sometimes not able to recognize the correct person with

absolute confidence, providing a list with the most likely matches is often entirely suf-

ficient to significantly reduce the effort for a user. This is the main purpose of most

person re-identification systems: assisting human operators in recognizing individual

persons throughout an entire camera network, so that they can efficiently and reliably

perform critical security tasks.
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1.3 Challenges

Although person re-identification appears to be a simple task at first glance, in fact it

is very challenging for several reasons, even for humans. As already mentioned, in

most practical scenarios there are no or only weak spatial and temporal constraints that

can ease the task of finding a certain person in a network of cameras, and the gaps

between camera views are quite large. Furthermore, since images of typical surveil-

lance cameras have rather low resolution and are taken from long distances, biometric

information such as a person’s face or gait cannot be used either. This leaves the appear-

ance of a person, more precisely the appearance of the clothing, as the only reasonable

cue that can be exploited. In this context, person re-identification is often also termed

appearance-based person re-identification in order to better distinguish it from strate-

gies that, for instance, exploit space-time proximity or biometric cues. However, the

appearance of an individual can vary extremely across a network of cameras, mainly

due to the following difficulties:

• Changes in viewpoint

• Changes in pose

• Different illumination

• Different camera characteristics

• Shadows

• (Self-) Occlusions

• Loose or wrinkled clothes

Some of these challenges are pre-determined by the layout of the camera network, e.g.,

variations in viewpoint and camera characteristics, others can be addressed on the algo-

rithmic level. For example, the choice of an appropriate feature space or normalization

of feature responses can help in alleviating effects that arise from illumination changes

and shadows. Furthermore, if available, a multi-shot setup can be used to gain some

robustness to pose variations, occlusions, and appearance changes caused by loose or

wrinkled clothes. Another important problem typically encountered is the potentially

high number of similar persons that can occur in busy public places (e.g., many people
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wear rather dark clothes in winter). All these challenges make the task of person re-

identification very difficult. Actually, it might even happen that different persons look

very similar, while the same person can have very diverse appearances across a network

of cameras (e.g., due to camera noise, scene geometry, or different viewpoints: frontal

versus back view), rendering the task somewhat ill-posed.

1.4 Strategies

Motivated by the high number of practical applications and still unresolved problems,

there has been a considerable scientific interest in person re-identification within the last

years. Due to the characteristics of the problem mentioned before, most of the existing

works concentrate on appearance-based methods. Under the assumption that people

do not change their clothes between different sightings in a network, these approaches

extract information from person images in order to generate human signatures, which

are then matched between individual camera views.

In general, appearance-based techniques can be roughly divided into two groups,

namely descriptive and discriminative methods. Descriptive methods first extract visual

features that should be both, distinctive and stable under changing viewing conditions

between different cameras, and then use a standard distance measure for matching. On

the other hand, discriminative methods take advantage of class labels to exploit the

discriminative information given by the data. Further details about the descriptive and

the discriminative strategy are presented in Sections 1.4.1 and 1.4.2, respectively. Finally,

a comparison between both is drawn in Section 1.4.3.

1.4.1 Descriptive Methods

Descriptive approaches tackle the person re-identification problem by seeking a very

distinctive and at the same time stable feature representation for describing a person’s

appearance under changing viewing conditions between cameras. Usually, they rely on

hand-crafted features extracted from pre-defined image regions, e.g., upper and lower

body regions, horizontal stripes, or some other spatial layout related to the human body

(see, e.g., [28, 7, 11]). Since descriptive methods do not know a priori which features are

important and which features should be discarded, they produce a rather holistic feature

representation capturing the whole person. After feature extraction, a standard distance

measure such as L1-norm [79], L2-norm [38, 39], or Bhattacharyya distance [18] is ap-
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plied in order to compare person representations. However, due to the large intra-class

appearance variations typically encountered in person re-identification, the computa-

tion of features that are both, distinctive and stable under realistic conditions, is very

difficult if not impossible at all. Another drawback is the application of a standard dis-

tance measure in the matching step, as it treats all features equally, regardless of the

importance and reliability of individual features in certain situations.

1.4.2 Discriminative Methods

Since descriptive approaches often are not distinctive enough and rely on hand-crafted

features, other methods aim at learning discriminative models. In general, their goal is

to find those features out of a set of possible features that are best suited to discriminate

a specific person from the remaining people. Usually, this is achieved using some kind

of machine learning algorithm, e.g., boosting [31, 6], support vector machines [64], or

subspace learning [70]. Hence, in contrast to descriptive methods, discriminative ap-

proaches require a training stage and labeled training data before they can be applied

to person matching. Another differentiation is the kind of features that is typically gen-

erated. Unlike the holistic feature representation produced by descriptive approaches,

discriminative methods select only those features that are really discriminative, i.e., they

produce a representation consisting of rather local features.

1.4.3 Descriptive versus Discriminative Methdods

From the description of the two strategies it is quite obvious that both have their advan-

tages and disadvantages. Descriptive methods, for example, can be considered rather

robust due to the used holistic feature representation. However, they fail in capturing

fine details of a person’s appearance, e.g., a red bag, a blue scarf, and so on. Such

details are usually underrepresented, despite the fact that they often contain very valu-

able information to discriminate a specific person. As a result, descriptive methods are

not distinctive enough in situations when we have to deal with a lot of similar people.

On the other hand, discriminative methods are well suited to capture local appearance

features with high saliency. This seems very reasonable at first glance, but involves the

danger of focusing too much on these details and ignoring the remaining appearance.

For example, a red bag visible in one camera view would be very discriminative, how-

ever, if it is occluded in the other view it becomes impossible to find the specific person

again. Models that just focus on the red bag would fail in this case. In general, special



8 Chapter 1. Introduction

Descriptive Methods Discriminative Methods
hand-crafted features learned features

holistic feature representation local feature representation
captures coarse appearance captures fine details

matching using standard distance measure matching using learned model
robust error-prone, over-fitting

low computational effort high computational effort

Table 1.1: Typical characteristics of descriptive and discriminative methods.

care has to be taken in order to prevent the learned model from over-fitting the training

data. Another important aspect is the usually higher computational effort of discrimi-

native methods as a consequence of the additional model learning phase. The typical

characteristics of both strategies are outlined in Table 1.1.

1.5 Contributions

As described in the previous sections, descriptive and discriminative methods tackle the

task of person re-identification from two different directions, each having its advantages

and disadvantages. While descriptive approaches usually run quite fast and robust,

they can easily be outperformed by discriminative models when it comes to capturing

fine details, however, at the cost of increased computational complexity. Thus, to ben-

efit from these complementary representational strategies and to get the best of both,

we propose to combine them for person re-identification, which is the main topic of

this thesis. We show how to exploit the advantages of both strategies, but avoid their

respective drawbacks, leading to an improved re-identification performance. In partic-

ular, this can be achieved by either applying two separate models and coupling their

results in an appropriate way, or using an approach that inherently merges descriptive

and discriminative techniques, such as metric learning.

1.5.1 Combination of Descriptive and Discriminative Models

The first contribution we present in this thesis is an application-focused combination

of descriptive and discriminative techniques for person re-identification. Specifically,

our goal is to obtain a system that, on the one hand, runs very efficiently and has

a low response time, but on the other hand, also benefits from the generally higher

performance of discriminative methods. Hence, to be able to rapidly browse through
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a set of gallery images for a specific person, we first apply a fast, descriptive model,

allowing our system to return an initial search result with low latency. If necessary,

the thus obtained result can then be refined using a more sophisticated, discriminative

model in a second step. This way, not only can distinctive persons be found very quickly,

but harder cases are also manageable, with additional effort, though.

1.5.2 Metric Learning

Another possibility to combine the two complementary strategies is metric learning,

which can be seen as a midway between descriptive and discriminative approaches.

The idea is similar to descriptive methods, i.e., the data is modeled by a set of de-

scriptive features specifically designed for person re-identification. However, instead of

matching them directly in the feature space using some standard distance measure, a

discriminative metric is learned from labeled samples, typically originating from differ-

ent camera views. Under the estimated metric, the distance between image descriptors

of the same person should become very small, while it should become large between

image descriptors that stem from different persons. Hence, the obtained metric empha-

sizes those feature directions that are best suited to discriminate matching persons from

non-matching ones. Since the learned metric inherently describes the transition in the

feature space between two camera views, such approaches are very well suited for real

world scenarios.

Moreover, a key advantage of metric learning approaches is their computational

efficiency during evaluation once the metric has been learned. However, as a draw-

back, calculating the metric typically involves solving complex optimization problems

(see, e.g., [32, 15, 80, 81, 16]), which severely limits the practical applicability of exist-

ing methods. Considering the fact that usually one metric is learned for each camera

transition, i.e., each camera pair, and that real world setups consist of tens or hundreds

of cameras, also the training time is highly relevant. Thus, investigating more efficient

algorithms to learn suitable metrics is the second contribution of this thesis.

1.6 Outline

First, in Chapter 2, we give an overview of existing works in the field of person re-

identification, organized according to the strategy they use to tackle the task. Most

methods follow one of the two prevalent directions, i.e., they either try to find a very dis-
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tinctive and at the same time stable feature representation (Section 2.2) or aim at learn-

ing a discriminative model (Section 2.3). However, in recent years, metric learning has

emerged as a midway between these two complementary strategies. Since this is a rela-

tively new direction in the field of person re-identification, only few such methods exist

so far, which are described in Section 2.4. Finally, in order to provide a broader view, we

also discuss some approaches that do not directly address the person re-identification

task, but can ease the problem (Section 2.5).

Next, in Chapter 3, we introduce our combined descriptive and discriminative per-

son re-identification system, where we take advantage of both representational strate-

gies, but avoid their respective drawbacks to some extent. Specifically, we first run a

fast, descriptive method, which is described in Section 3.3. If necessary, the thus ob-

tained result can then be refined using a discriminatively learned model, as presented

in Section 3.4.

Chapter 4 is devoted to metric learning, which is a recent trend in the field of person

re-identification. We start by introducing the general idea of Mahalanobis metric learn-

ing in Section 4.2, where we also summarize related metric learning approaches that

are later used for comparison in our study. As most of these approaches suffer from

high computational costs, we then present our more efficient algorithms in Section 4.3,

with the objective to enhance the practical usability of such methods in large-scale cam-

era networks. Additionally, in Section 4.4, we describe our modular, three-stage metric

learning framework, which allows us to easily run all presented algorithms in a plug-

and-play manner.

In Chapter 5, we perform thorough evaluations of the methods presented in this the-

sis. First, we introduce the performance measure typically used to analyze the matching

capability of person re-identification methods (Section 5.2). Next, in Section 5.3, the em-

ployed benchmark datasets and their individual characteristics are described in detail,

and then, in Section 5.4, the results obtained using our person re-identification system

as well as metric learning are presented and discussed.

Finally, in Chapter 6, we summarize the thesis and make some concluding remarks.

Furthermore, we provide an outlook to possible future work.
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2.1 Overview

In recent years, there has been a considerable scientific interest in person

re-identification. On the one hand, there are numerous practical applications

in visual surveillance, but on the other hand, existing systems still suffer from

unresolved problems. These circumstances led to an increased number of scientific

works proposing different strategies to tackle the task of person re-identification.

Approaches range from simple template matching techniques using hand-crafted

feature representations to more sophisticated methods that fit structural models on

person images or extract discriminative information using labeled training data.

In literature, one can find many different taxonomies that try to partition the field of

person re-identification in a meaningful way. Some of them classify methods according

to the number of person images they use, i.e., single-shot or multi-shot, others differenti-

ate between holistic and part-based feature representations. And still others characterize

11
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methods as either following a direct, descriptive strategy or using a learning-based, dis-

criminative strategy. In this thesis, we follow the latter criterion, since it provides the

most fundamental and complementary classification.

Related work that falls into the descriptive category is presented in Section 2.2, while

approaches following the discriminative direction are outlined in Section 2.3. Section 2.4

is devoted to methods that apply metric learning, a research direction that came up quite

recently in person re-identification, and Section 2.5 describes additional works that can-

not be entirely classified using the aforementioned categories, e.g., methods that exploit

spatial and temporal constraints or approaches that include contextual information. Fi-

nally, a discussion of the presented methods is given in Section 2.6.

2.2 Descriptive Methods

In this section, person re-identification methods that follow the descriptive strategy, as

introduced in Section 1.4.1, are presented. Their goal is to compute a very distinctive

and at the same time stable feature representation capable of describing a person’s ap-

pearance under changing viewing conditions between different cameras. In most cases,

hand-crafted features are extracted from pre-defined image regions covering the whole

human body. Since people are seen from different viewpoints and have different poses

when moving through a network of cameras, establishing correct feature correspon-

dences between different sightings is a core issue addressed by the majority of these

works.

2.2.1 Graph-Based Matching

Gheissari et al. [28] treat person re-identification as a two-stage problem. First, they try

to establish correspondences between body parts in foreground segmented images to

cope with pose variations. They propose two ways of finding such correspondences, an

interest point detector and a decomposable triangulated graph [2, 19] modeling body

articulations. Compared to a baseline method that does not use any correspondence

information, the improvement achieved with the interest point operator is negligible.

However, fitting a decomposable triangulated graph on each person image leads to a

significant gain in performance. The second stage is the generation of signatures that

are invariant to appearance variations between cameras, especially those that stem from

loose or wrinkled clothing. Gheissari et al. combine color and structural information
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using modified hue [72] and saturation as well as salient edgel histograms. The latter

are generated using a spatio-temporal segmentation algorithm that rejects temporally

unstable edges, i.e., spurious edges typically caused by clothing. Finally, signatures

from corresponding body regions are compared using histogram intersection [72] and an

overall matching distance is computed. Unfortunately, the approach of Gheissari et al. is

limited to people seen from similar viewpoints, an assumption that is violated in most

realistic setups.

2.2.2 Shape and Appearance Context

Wang et al. [79] introduce the concept of shape and appearance context by modeling the

spatial distribution of appearance relative to body regions. In particular, they densely

compute Histograms of Oriented Gradients (HOGs) [14] in the log-RGB color space [27],

which are then aggregated in order to build an appearance model. Wang et al. propose

a model that relies on a pre-defined appearance dictionary. This is similar to a bag-

of-features approach, however, instead of computing histograms of dictionary labels,

they seek a more distinctive description that also incorporates the distribution of the

labels in space. Hence, following the idea of shape context [5, 59], they additionally

build a shape dictionary besides the one for appearances. This allows them to generate

two labeled person images, one segmenting the image into regions according to their

appearance, and one providing regions that are loosely associated with specific body

parts or background areas. The final image description is obtained by computing the

co-occurrence matrix over these two labeled images. Descriptor matching is done using

the L1-norm distance. Wang et al. show that the additional information coming from

the distribution of colors leads to an improved performance compared to a simple bag-

of-features model. However, like the method presented in [28], their approach works

well only if people are seen from very similar viewpoints, a restriction that makes it

infeasible in most practical scenarios.

2.2.3 Spatial Covariance Regions

Bak et al. [7] seek for efficient features that can reliably build human signatures under

different camera viewpoints. They propose an approach using spatial covariance regions

of human body parts. First, person images are automatically extracted from video data

by applying a HOG-based detector adapted from the face detection technique in [13].

The same detector is then trained on individual body parts in order to localize the top,



14 Chapter 2. Related Work

torso, legs, and the left and right arm of a person. To build a human signature, Bak et al.

use the idea of spatial pyramid matching. They apply a three-level pyramid representing

the full body region, the body parts, and subregions inside the body parts. A covariance

matrix capturing pixel location, color, and gradient information is computed for each

of these regions. As similarity measure between corresponding regions the distance

defined in [24] is used. Finally, matching of different signatures is done by combining

the individual distances in a weighted sum.

2.2.4 Perceptual Principles of Symmetry and Asymmetry

In order to gain some robustness to pose and viewpoint variations, Farenzena et al. [18]

present an appearance-based approach that exploits perceptual principles of symmetry

and asymmetry when extracting features. In particular, their method consists of three

phases. First, the silhouette of a person is obtained by either using Structure Element

(STEL) component analysis [45] for the single-shot case, or applying background sub-

traction in case of video sequences. After removing the background, two horizontal

axes of asymmetry are found by comparing the local foreground appearance and area

above and below the axes. Typically, these axes are placed such that the person is ap-

proximately divided into a head, an upper body, and a lower body region. The head

region is discarded since it usually contains only few pixels. For each of the remaining

two regions, a vertical axis of symmetry is estimated, again, by comparing the appear-

ance and area of the local neighborhood around the axis. Thus, four body parts are

roughly captured: left and right upper body, and left and right lower body. Since the

extraction of these parts is based on the visual and positional information of the clothes,

they are robust to pose and viewpoint variations to some extent. In the second phase

of the approach, three kinds of features capturing complementary aspects of the human

appearance are extracted separately from each body part. The chromatic content of each

part is captured by a weighted HSV color histogram. The weighting is applied in order

to emphasize pixels near the vertical symmetry axes. Furthermore, Maximally Stable

Color Regions (MSCRs) [23] are extracted, and their statistical properties are added to

the feature description. Hence, not only the chromatic content, but also the spatial dis-

tribution of colors is included. The third feature consists of Recurrent Highly Structured

Patches (RHSPs), i.e., local patches with salient texture information that are highly re-

current. As for the HSV color histograms, when extracting MSCRs and RHSPs the focus

lies on regions near the vertical symmetry axes. The final phase is the feature matching
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between two person instances, where the three specific feature distances are weighted

and unified to a joint matching distance.

2.2.5 Pictorial Structures

Cheng et al. [11] apply pictorial structures [20] for the task of person re-identification.

They follow the framework of [3], i.e., general part detectors are used to localize body

parts, and prior knowledge about the human body structure is incorporated by a kine-

matic tree. This allows them to estimate the pose of a person, thereby gaining robustness

to pose variations to some extent. Specifically, Cheng et al. fit a body configuration com-

posed of head, chest, thighs, and legs on pedestrian images and extract per-part color

information as well as the color displacement within the whole body. The color content

is extracted from each part independently via HSV histograms, which are then con-

catenated to a single feature vector. For describing the color displacement, the MSCR

operator proposed in [23] is used, extracting MSCR blobs from within the whole picto-

rial structure body mask. Statistical properties of these blobs then serve as description

of the color distribution. Similar to [18], the color histograms and MSCR statistics are

finally combined to a single joint distance measure quantifying the similarity of two

individuals. If multiple images of a single person are available, Cheng et al. propose to

customize the fit of the pictorial structure on that specific person, resulting in what they

call custom pictorial structures. The idea is to exploit the additional visual information

through spatio-temporal reasoning, leading to an improved fitting and consequently to

higher re-identification performance.

2.3 Discriminative Methods

As described in Section 1.4.2, discriminative approaches take advantage of class labels in

order to exploit the discriminative information given by the data. The goal is to generate

a feature representation that is best suited for distinguishing a specific person from the

remaining people. To achieve this, the methods presented in this section use different

strategies, e.g., directly selecting discriminative features out of a set of possible features,

using class-aware dimensionality reduction, applying pairwise dissimilarity profiles in

nearest neighbor classification, or relative ranking using support vector machines.
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2.3.1 Boosting for Feature Selection

Gray and Tao [31] use an ensemble of discriminative, localized features in order to de-

scribe pedestrians for person re-identification. Instead of designing specific features by

hand to solve the matching problem, they just define a suitable feature space using in-

tuition, and then let a machine learning algorithm select the most relevant out of all

possible features. In particular, Gray and Tao use 8 color channels (RGB, HS, YCbCr)

and 19 texture channels (Gabor [22] and Schmid [69]) for feature extraction. A single fea-

ture is defined by three elements: a feature channel, an image region, and a histogram

bin, i.e., a value range. To reduce the overall search space during feature selection,

regions are restricted to horizontal stripes. For every instance of a pedestrian, the pro-

posed feature definition provides a probability of a pixel from the specified channel and

region being in the specified value range. To be able to compare different instances,

there is a likelihood ratio test associated with each of the features. This test is per-

formed on the absolute difference between corresponding feature values. Specifically,

given labeled training data, the distribution of feature differences is estimated for match-

ing and non-matching image pairs, e.g., considering Exponential, Gamma, or Gaussian

parametrization, and a likelihood ratio test is computed. To find good features and

model parameters, Gray and Tao apply AdaBoost [26]. In every iteration, the algorithm

selects the most suited feature and model parameters based on the current distribution

of positive, i.e., matching, and negative, i.e., non-matching, person examples. The final

output of the proposed method is a similarity function consisting of an ensemble of

likelihood ratio tests, each corresponding to a specific, local feature.

Another work that also relies on AdaBoost is presented by Bak et al. [6]. First, people

are detected and tracked in video data using a modified version of the HOG-based tech-

nique presented in [13]. This results in a set of accumulated images for each individual.

In the next step, a color-based foreground-background separation method [8] is applied

in order to remove the influence of the background region. The segmented images are

then used in a boosting step. Similar to [31], Bak et al. employ AdaBoost in order to find

the most discriminative features that separate one person from the rest of the detected

people. Hence, for each individual, a classifier has to be trained. Images of the corre-

sponding person serve as positive training samples, images from other people build the

set of negative samples. Finally, the resulting feature representation provides a human

signature that can be matched utilizing a distance similarity function. Concerning the

type of features, Bak et al. propose using Haar-like features and MPEG-7 dominant color
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descriptors [83]. To enhance discriminability, the latter are extracted separately from the

upper and lower body region.

2.3.2 Partial Least Squares

To reduce ambiguities often encountered in person re-identification, Schwartz and

Davis [70] propose using a rich set of features extracted from overlapping image

blocks. Besides commonly used color histograms, they also incorporate co-occurrence

matrices capturing texture information [34], and HOGs representing local shape.

Since the extraction of such rich descriptors from overlapping image blocks produces

extremely high-dimensional feature vectors, some sort of dimensionality reduction is

needed. For this task, Schwartz and Davis propose using Partial Least Squares (PLS)

regression [82, 66], which, in contrast to the commonly used Principal Component

Analysis (PCA) [62, 37], considers class information during reduction. In this way, a

low-dimensional, discriminative subspace is created for every person in the training

set using a one-against-all scheme. This can be seen as a feature selection procedure.

Each subspace emphasizes those image features that are best suited to distinguish the

corresponding person from the rest of the training set. After estimating a PLS model

for all training appearances, each training sample is projected onto its own subspace.

The resulting low-dimensional feature representations are then used in the matching

stage. During testing, a query sample is projected onto each of the previously estimated

subspaces and classified as belonging to the same person as the training sample having

the smallest Euclidean distance. However, a drawback of this method is that it is based

on the given data, i.e., it has to be re-computed if new samples are added.

2.3.3 Pairwise Dissimilarity Profiles

Lin and Davis [52] propose to learn pairwise dissimilarity profiles that can be applied to

nearest neighbor classification. They formulate person re-identification as a multi-class

classification problem. Each person is considered to be a separate class containing his

or her appearances as class samples. The idea now is to combine the direct distance

measure typically used in nearest neighbor classification with a dissimilarity distance

measure which also considers relations between different classes. This newly proposed

distance is based on the Kullback-Leibler divergence between appearances that are mod-

eled as kernel probability density functions in a joint 4D color-height space, i.e., 3D

color vector plus vertical image coordinate. The log-likelihood ratio function used in the
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distance calculation quantitatively reflects discriminating features between two appear-

ances. Lin and Davis assume that such pairwise profiles are very similar between all

appearance variations of two specific individuals. Hence, the profiles model those prop-

erties that are very discriminative between two persons, but ignore intra-class variations

caused by pose, viewpoint, and illumination changes to some extent. In the matching

stage, a modified nearest neighbor classification scheme is used to assign person identi-

ties to query samples. While conventional nearest neighbor classification calculates only

the direct distance between query sample and stored prototypes, Lin and Davis addi-

tionally incorporate an indirect, discriminative distance computed by comparing pair-

wise profiles. This means that they do not only consider information between query and

prototypes, but also inter-relations between different training samples. However, similar

to [70], the method is based on the persons to re-identify and has to be re-computed if

new samples are added.

2.3.4 SVM-Based Relative Ranking

Inspired by document retrieval concepts, Prosser et al. [64] treat person re-identification

as a relative ranking problem rather than an absolute scoring problem of correct versus

incorrect matches. Their goal is to learn a subspace where the potential true match is

given the top rank. In general, person re-identification typically suffers from largely

overlapping feature distributions of different persons in a multi-dimensional feature

space. To overcome this problem, Prosser et al. use a Support Vector Machine (SVM) [12]

based ranking method, where features become more separable once mapped into a

higher-dimensional feature space via the kernel trick. However, existing methods such

as Ranking SVM (RankSVM) [44] do not scale very well on large datasets due to high

computational costs and memory requirements. While computational costs can be al-

leviated by using Primal RankSVM (PRSVM) [10], a sped up version of the original

RankSVM algorithm, the high memory consumption calls for a more advanced orga-

nization of the data. To address this issue, Prosser et al. apply ensemble learning, i.e.,

they train weak PRSVMs on small subsets of the data and then combine them to form a

strong ranker using a boosting principle. In this way, memory costs can be significantly

reduced without loss in performance. Another advantage compared to the original

formulation is the automatic selection of optimal model parameters by the ensemble

learning scheme, rendering time consuming cross validation in the training stage un-

necessary. Similar to [31], Prosser et al. use 8 color channels (RGB, HS and YCbCr)
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and 21 texture filters (Gabor [22] and Schmid [69]) applied to the luminance channel as

feature representation. To take the spatial layout into account, feature histograms are

extracted from six equally-sized horizontal stripe regions, roughly capturing the head,

upper and lower torso, and upper and lower legs of a person.

2.4 Metric Learning

Metric learning represents a midway between descriptive and discriminative

approaches. As mentioned in Section 1.5.2, the appearance of a person is modeled by a

set of descriptive features specifically designed for the task of person re-identification.

However, instead of matching them directly in the feature space using some standard

distance measure, an appropriate metric is learned, emphasizing discriminative feature

directions, i.e., those directions that are best suited to distinguish matching persons

from non-matching ones. Since metric learning for person re-identification came up

quite recently, only few works follow this direction so far. Hence, there are still open

issues that need to be addressed, especially concerning the complex optimization

schemes usually involved. At this point, three related works are presented, one

estimating a metric by optimizing over local neighborhoods in the feature space, one

using a probabilistic distance learning formulation, and one computing a projection

into a low-dimensional space.

2.4.1 Local Neighborhood-Based Metric

In order to tackle the person re-identification problem, Dikmen et al. [16] learn

a Mahalanobis metric by optimizing over local neighborhoods in the feature

space using the Large Margin Nearest Neighbor (LMNN) method presented by

Weinberger et al. [80, 81]. Specifically, the goal of LMNN is to minimize the distance

between each training point and its k nearest neighbors that are equally labeled (target

neighbors). At the same time, points having a different label, but which are closer than

the aforementioned neighbors plus a constant margin (impostors), should be pushed

away. This leads to a metric that optimizes distances in local neighborhoods, i.e., is

optimal for k nearest neighbors classification. Based on the iterative framework of

Weinberger et al., Dikmen et al. additionally introduce a rejection option, which enables

the LMNN classifier to return no matches if all nearest neighbors are beyond a certain

distance, thereby indicating that the searched person does not appear in the selected
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scene. In order to be able to define a universal rejection threshold, Dikmen et al.

replace the original distance criterion that defines impostors locally, i.e., depending

on the neighboring training points, by a global average. Further details about the

learned metric can be found in Section 4.2.6. As features, they employ simple RGB

and HSV color histograms, which are extracted from overlapping, rectangular regions

and concatenated to a single feature vector per image. To be applicable to the metric

learning framework, the dimensionality of these feature vectors is reduced via PCA.

2.4.2 Probabilistic Relative Distance Comparison

Zheng et al. [87] also use metric learning, but formulate it in a probabilistic manner.

While conventional distance learning usually tries to minimize intra-class variability

and maximize inter-class variability in an absolute sense, their probabilistic approach

is motivated by the nature of the person re-identification task. Typically, one has to

deal with large intra-class and inter-class variability as well as only very limited number

of training samples. These characteristics can easily lead to over-fitting if a model is

learned by minimizing intra-class distances and maximizing inter-class distances with

brute force. In contrast, Zheng et al. propose a relative distance comparison model

similar to the ranking approach presented in [64]. However, unlike [64], they formulate

it in a probabilistic manner, making it more tolerant to the challenges encountered in

person re-identification. In particular, Zheng et al. seek a Mahalanobis distance that

maximizes the probability of a matching pair having a smaller distance than a non-

matching pair. This is achieved using an iterative optimization algorithm. More details

about the learned distance are given in Section 4.2.7. For describing the appearance of a

person, Zheng et al. follow the feature setup used in [31]. A mixture of color (RGB, HSV

and YCbCr) and texture (Gabor [22] and Schmid [69]) histograms is extracted from six

horizontal stripe regions.

2.4.3 Pairwise Constrained Component Analysis

Mignon and Jurie [58] present Pairwise Constrained Component Analysis (PCCA),

which, in contrast to most other metric learning approaches, can cope with

high-dimensional input data and small training sets. In particular, the proposed

algorithm learns a projection into a low-dimensional space from sparse, pairwise

distance constraints imposed on the training samples. In the thus obtained space, the

Euclidean distance between matching person pairs should become smaller than a



2.5. Other Methods 21

certain threshold, while it should become larger than that threshold for non-matching

pairs. To compute such a mapping, an objective function penalizing training pairs

which do not meet these requirements is minimized, as described in more detail

in Section 4.2.8. Similar to [31], as image representation, Mignon and Jurie use a

mixture of color (RGB, HSV and YCbCr) and texture (Local Binary Pattern (LBP) [60])

histograms extracted from six horizontal stripe regions.

2.5 Other Methods

This section describes approaches that either do not directly tackle the person

re-identification problem, but instead aim at solving a related task, or do not follow

our strategy, i.e., appearance-based person re-identification, but instead exploit

other information cues, such as spatial and temporal constraints, or visual context

information coming from surrounding people. However, as already mentioned,

some of these alternative strategies are based on assumptions hardly met in realistic,

large-scale environments, so that they are only of limited practical use.

2.5.1 Spatio-Temporal Modeling

Rahimi et al. [65] describe a method for simultaneous calibration and tracking with a

network of non-overlapping cameras. Although not specifically targeted at the person

re-identification task, since object correspondences between cameras are assumed to be

known, their approach can be used to automatically determine the spatial layout of a

camera network. In particular, using a dynamics model and sporadic observations from

non-overlapping cameras, they show how to concurrently calibrate the network and

track a person. In contrast to previous works based on simple velocity extrapolation,

i.e., linear motion, Rahimi et al. apply a Gaussian Markov chain in order to model a

person’s trajectory in areas that are not covered by any camera, allowing to also handle

non-linear paths and speed changes. The final solution is obtained via a joint maximum

a posteriori estimation over the person’s trajectories and the pose parameters of the

cameras.

A quite similar work is presented by Makris et al. [57], who aim at automatically con-

structing a probabilistic, tempo-topographical model of a camera network from a large

set of observed persons moving around the scene. Entry and exit zones of individual

camera views are represented as nodes, and the links between them describe the corre-
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sponding transition probabilities. In order to extend their method beyond approaches

that are able to combine person tracks only in overlapping fields of view, Makris et al.

also incorporate virtual nodes modeling the behavior of people in uncovered areas be-

tween cameras. For example, a person can disappear from one camera view, enter an

unobserved region, and then re-appear in a second view after some time. However, a

person can also leave the scene within the unobserved area and never appear in the sec-

ond camera view, or a new person that has not passed the first view might directly enter

the second view from the unwatched region. An advantage of this method over [65] is

that it works fully unsupervised, i.e., it does not require labeling of track correspon-

dences between cameras. Hence, the system can be applied in a plug-and-play manner

to automatically learn a probabilistic model of the network layout, which can then be

utilized to facilitate other security tasks such as person re-identification.

While the works of Rahimi et al. [65] and Makris et al. [57] do not use any appear-

ance cues, Javed et al. [42] demonstrate that this kind of information can supplement

spatio-temporal approaches. Since the appearance of a person can vary significantly

when viewed from different cameras, Javed et al. apply brightness transfer functions

(BTFs) in order to model these visual changes. Thus, they follow the same idea as met-

ric learning, i.e., estimating the transition between cameras in the feature space. This

appearance mapping from one view to the other is not unique and depends on various

parameters, e.g., current illumination, possibly dynamic scene geometry, exposure time,

and so on. Nevertheless, the authors show that all BTFs for a given pair of cameras lie

in one low-dimensional subspace. During a training phase, the subspace for each pair

of cameras is learned from known person correspondences using probabilistic PCA [74].

Once learned, this allows estimating the probability that the mapping between appear-

ances observed in two different camera views lies in the corresponding subspace, i.e., the

observations belong to the same person. Finally, the proposed appearance-based match-

ing scheme is combined with space-time features such as location, time, and velocity.

For this purpose, a maximum a posteriori framework is applied, where the posterior

probability is maximized using a graph-theoretic approach [41]. As appearance fea-

tures, Javed et al. extract normalized histograms of brightness values, which provide

some robustness to changes in pose [72].
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2.5.2 Visual Group Context

Zheng et al. [86] exploit visual context information coming from surrounding people in

order to enhance person re-identification in crowded public spaces. Their approach is

based on the assumption that people often walk in groups, either with people they know

or strangers. At first glance, associating groups of people over a network of cameras may

seem to be easy compared to common person re-identification, since typically more and

richer visual content is given. In addition, a group as a whole is usually less affected by

occlusions than individual persons. However, a severe challenge is the highly non-rigid

structure of a group, as people are likely to constantly change their positions relative to

each other. Moreover, in contrast to a single upright person, also the aspect ratio of a

group’s shape can vary significantly. To address these problems, Zheng et al. utilize a

novel people group representation. After background subtraction, they compute local

color (mean RGB color vector) and gradient information (scale-invariant feature trans-

form [54] vectors extracted from each RGB channel separately) at every foreground pixel

of the group image, and concatenate them to one feature vector per pixel. All extracted

feature vectors are then quantized into clusters by k-means clustering to build a code

book of visual words. Hence, a group of people can be represented by the distribution

of visual words contained in the image, e.g., modeled by a histogram. However, such

a representation would not be very distinctive due to the lack of spatial information.

Taking into account the special characteristics of group images, i.e., global spatial rela-

tions between people can be highly unstable, while local spatial relations between small

patches may be stable, Zheng et al. propose two descriptors. The first one is extracted

from rectangular ring regions, thus, gaining some invariance to rotations. In particular,

it aims at describing the ratio information of visual words within and between different

ring regions. The second descriptor also captures spatial relationships between visual

words, but on a smaller scale, i.e., based on local image blocks. As a consequence,

the described spatial relations are much simpler, but also more robust to illumination

changes, occlusions, and so on. Finally, the overall group representation is obtained by

combination of both descriptors, and matching is performed based on L1-norm.

2.6 Discussion

Most of the works described in this chapter fall either into the descriptive or discrimi-

native category. Considering descriptive methods, common problems are their limited
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distinctiveness or dependence on assumptions that are hard to fulfill in realistic scenar-

ios. For example, Gheissari et al. [28] and Wang et al. [79] try to increase the descriptive

power of their feature representations by establishing correspondences between individ-

ual body regions. However, their approaches are restricted to people seen from similar

viewpoints. Another example is the work of Farenzena et al. [18], who aim for roughly

capturing the human body configuration by exploiting perceptual principles of symme-

try and asymmetry. A drawback of this method is the required foreground-background

segmentation, which is a very challenging pre-processing step considering typical illu-

mination changes, shadows, and camera noise.

On the other hand, the discriminative approaches presented in this chapter try to

generate a feature representation that is either specifically targeted at describing a single

person (e.g., [6, 70]) or is designed to distinguish matching from non-matching person

instances (e.g., [31, 64]). Characteristic problems of these works are generally higher

runtimes, a consequence of the learning stage needed, and the tendency to over-fit the

training data. The methods of Schwartz and Davis [70] as well as Lin and Davis [52]

even have to be re-computed if new samples are added to the system, a fact that further

increases their runtime.

From this point of view, it seems quite reasonable to combine descriptive and dis-

criminative strategies to tackle the task of person re-identification. The idea is to exploit

the advantages of both strategies, but to avoid their respective drawbacks. For instance,

a descriptive approach can be used to quickly browse through a set of gallery images

for a specific person, thus, providing a very efficient mechanism to obtain an initial

search result. If the person is not found in this way, a discriminative model can be run

subsequently in order to achieve a better result, however, at the cost of additional com-

putational complexity. For further details, the reader is referred to Chapter 3, where

we present a combined descriptive and discriminative system involving a human oper-

ator. Besides such an application-focused approach, another possibility to jointly apply

descriptive and discriminative techniques is metric learning. Only little work has been

devoted to this latter direction yet, and existing approaches mainly suffer from complex

optimization schemes during the learning phase. In Chapter 4, we address this short-

coming and show how to obtain metrics suitable for person re-identification much more

efficiently.
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3.1 Overview

As discussed in the previous chapters, most existing person re-identification methods

try to either find a suitable description of a person’s appearance or learn a discrimi-

native model. Since these different representational strategies capture a large extent of

complementary information, we propose to combine them both in an interactive system,

so that we can benefit from the advantages of each strategy, but avoid their respective

drawbacks. This is achieved by first running a fast, descriptive method and then, if

necessary, refining the result by applying a discriminatively learned model.

A general view of our combined person re-identification system is given in Sec-

tion 3.2. Next, the descriptive and the discriminative person model are presented in

more detail in Sections 3.3 and 3.4, respectively. Finally, Section 3.5 summarizes the

approach, discusses the benefits of using both strategies in a single system, and takes a

closer look at the role of the human operator involved.

25
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3.2 Combined Person Re-Identification System

With our person re-identification system, we follow the common task of assisting human

operators in recognizing individual persons across a network of cameras. In order to

reduce the required workload, a specific person selected in one camera view should

be (semi-) automatically found in any other view. The main purpose of such a system

is a significant reduction in search time the user has to spend. Instead of manually

browsing through all camera views within a certain time frame, the user runs a re-

identification system that generates a ranked list of potential matches, and only these

candidates are further examined. Hence, the goal of our system is to produce such a

ranked list of people that are most similar to the selected query person, with the correct

match showing up among the first few ranks.

In particular, given a specific query image, we first run a fast, descriptive person

model, where appearance is captured by a set of region covariance descriptors. This

allows us to quickly get an initial ranking of all gallery images. The top ranked ones

are then shown to a human operator, who decides whether the searched person has

been found or not. If the true match gets a low rank, ideally rank one, we consider

the task to be accomplished. However, if the descriptive person model fails so that

the true match receives a high rank, i.e., it does not appear in the list shown to the

user, a second stage has to be applied in order to get a refined result. During this

second phase, we learn and evaluate a discriminative person model using boosting for

feature selection. Since this model captures different aspects of an individual, focusing

on details best separating the selected person from the rest, there is a good chance

that it can improve the ranking. Furthermore, if requested, our setup also supports

user interaction during search. Specifically, one can apply the discriminative system

multiple times in an iterative manner. Each time, the human operator selects positive,

i.e., similar, and negative, i.e., dissimilar, person images from the current ranking, thus,

trying to adapt the learned person model to the searched individual. An overview of

the proposed system is provided in Figure 3.1.

The descriptive model is based on a feature representation designed by hand, hence,

it can be estimated for any given single image. The discriminative model, however, is

learned for each instance requiring positive and negative training data. Since we focus

on person re-identification in real world surveillance scenarios, where usually whole

person trajectories containing multiple images are available (multi-shot scenario), we

can use these images as training samples. If just one probe image is available (single-
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Figure 3.1: Overview of the combined descriptive and discriminative system: After applying a
descriptive model to obtain an initial ranking, a discriminative model can be used to refine the
result. As an option, the discriminative model can be iteratively applied with the human in the
loop (dashed line).

shot scenario), we can still apply the discriminative model by generating virtual samples

using geometric transformations and displacements. Hence, obtaining positive training

samples is not much of a problem. In contrast, for generating negative training samples,

a more sophisticated sampling mechanism is required. For this purpose, we use our

descriptive model as starting point. As described before, applying this model already

generates an initial ranked list of person images. Thus, we sample the negative images

from the end of the list. Assuming that the descriptive person model provides a “good”

ranking, those images should be most dissimilar to the searched person, making them
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a safe choice for drawing negative training samples. The overall principle is illustrated

in Figure 3.2.

Figure 3.2: Sampling of training images for the discriminative model: Positive samples are ob-
tained from the trajectory (multi-shot) or virtual samples (single-shot) of the query person, nega-
tive samples are drawn from the worst matches of the initial ranking provided by the descriptive
model.

3.3 Descriptive Person Model

In the first stage of our person re-identification system, we generate a descriptive sta-

tistical model which encodes visual appearance information. Considering the given

task, the employed representation must meet requirements of specificity, invariance,

and computational efficiency. This implies that on the one hand, the visual description

must encompass distinctive visual information, and on the other hand, it must remain

mostly unaffected in presence of photometric, view, and pose changes. Moreover, for

practical applicability, the representation should be computed and matched rapidly at

small memory requirements.

Since the descriptive model targets at comparing hand-crafted feature representa-

tions to each other, it is perfectly suited for scenarios that just offer one image per

person in each camera view, i.e., single-shot setups. In contrast, when working with

multi-shot systems, further mechanisms are required in order to be able to exploit the

additional data. For instance, if we assume that we are given whole trajectories for the
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query person as well as the gallery persons, a straightforward approach would be to

use all possible image pairs when comparing two trajectories. However, this would lead

to a runtime behavior that is quadratic in the number of person images per trajectory.

Hence, we restrict our system to just comparing the one query person image that has

been selected by the human operator to five equidistantly sampled images from each

gallery trajectory, resulting in a drastically reduced computation time. Thus, we obtain

five distance measurements for each gallery person, and the final rank is determined by

the minimum distance achieved.

3.3.1 Feature Representation

Describing person appearances by extraction of color and texture information is a nat-

ural choice and widely used in the field of person re-identification. Especially popular

are histogram representations of color mappings, gradient magnitudes, and texture filter

responses, as for example proposed in [28, 79, 31, 64, 87]. Given a certain image region,

a histogram models the distribution of feature values inside that region, which can then

be used as region descriptor. However, histograms are not very robust in presence of

illumination changes, and the joint representation of several different feature channels

via histograms is exponential in the number of channels. Hence, we seek a more robust

and efficient representation for our purpose.

In order to meet these requirements, we employ the region covariance descriptor

introduced by Tuzel et al. [75], which is capable of combining multiple complemen-

tary cues, efficient to compute via integral images, and which generates a compact

signature. Furthermore, it is robust to illumination changes, and noise that corrupts

individual points is largely filtered out. Since the descriptor discards any information

regarding the number and ordering of points inside a region, it is also scale and ro-

tation invariant unless such information is presented by the feature values themselves.

However, in the case of person re-identification, it is usually desired to also capture

the spatial arrangement of appearance features, as this provides valuable information

when matching person images. Hence, spatial information is normally added to the set

of feature channels, e.g., in form of pixel coordinates, making the descriptor rotation

variant. This is not a problem in person re-identification scenarios, though, as people

are almost always captured in upright position. Nevertheless, since the descriptor ag-

gregates several visual features, structural information of the human appearance, such

as the brightness relationship between upper and lower body halves, often still remains
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underrepresented. In order to enhance the structural specificity of the representation,

we use a set of covariance descriptors computed from multiple horizontal stripes cov-

ering the entire area of the person image patch. This strategy is similar to the multiple

region scheme used by Tuzel et al., the principal axis histogram signature employed

in [38, 39], and the region setup proposed in [31].

In particular, for a given bounding box B with dimensions W × H, a set of region

covariance descriptors is computed in the following manner: The image within the

bounding box IB(x, y) is used to calculate diverse features capturing location, intensity,

color, and texture information. Specifically, in our case, the applied feature set consists

of the vertical pixel coordinate y, the L, a, b color channels, and the horizontal and

vertical derivative of the luminance channel. Hence, we obtain a feature vector

f =
[

y, L, a, b,
∣∣∣∣∂L
∂x

∣∣∣∣ , ∣∣∣∣∂L
∂y

∣∣∣∣]> (3.1)

with d = 6 dimensions. Note that throughout this thesis, we consider vectors to be col-

umn vectors. The x-component of the pixel coordinates is excluded, since the horizontal

location of appearance features can vary significantly due to changes in viewpoint and

pose. Next, in order to increase the structural specificity, the bounding box B is di-

vided into N = 7 equally large horizontal stripes {Sl}l=1,...,N , and within each stripe, the

covariance descriptor is computed as

Σl =
1

n− 1

n∑
k=1

(fl
k − µl)(fl

k − µl)> , (3.2)

where Σl denotes the covariance matrix of size d× d computed over n feature vectors

within the l-th stripe, and µl is the corresponding mean vector. As can be seen from

Equation (3.2), the covariance matrix provides an elegant way of fusing multiple fea-

tures into a compact descriptor that can be computed very efficiently. Each diagonal

entry represents the variance of the corresponding feature, and the off-diagonal entries

represent the correlations between features. The previously mentioned robustness to

illumination changes and noise stem from the subtraction of the data mean and the av-

eraging over all data points, respectively. Furthermore, since the matrix is symmetric,

it contains only (d2 + d)/2 different feature values. Thus, it produces a rather low-

dimensional description compared to joint histograms, which require bd dimensions,

where b is the number of histogram bins used for each feature.
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Finally, the obtained set of covariance matrices {Σl}l=1,...,N defines a compact descrip-

tion which encodes the interdependence between individual features computed inside

the bounding box B. A coarse structural information is captured by calculating covari-

ances from multiple horizontal stripe regions, and a weak spatial dependence is given

by the only slightly specific variation of the y-coordinate feature within each stripe.

3.3.2 Distance Calculation

The space of covariance matrices does not form a Euclidean space, e.g., it is not closed

under multiplication with negative scalars and does not fulfill the symmetry require-

ment. Instead, covariance matrices lie on the Riemannian manifold of symmetric, pos-

itive definite matrices, which means that most of the common machine learning meth-

ods are not directly applicable. Hence, many approaches exploit Riemannian geometry,

where covariance matrices are first mapped to a linear tangent space of the manifold,

and then, distance calculations are performed in this tangent space. We follow this di-

rection here and estimate the similarity between two human appearances by applying

an approximated distance function through manifold mappings according to Förstner

and Moonen [24]. In particular, the distance between two covariance matrices is defined

as the sum of squared logarithms of the generalized eigenvalues:

ρ(Σl
i , Σl

j) =

√√√√ d∑
k=1

ln2 λk(Σ
l
i , Σl

j) , (3.3)

where Σl
i and Σl

j are computed for two different person images i and j, but using the

same stripe element l, and {λk}k=1,...,d denotes the set of generalized eigenvalues of Σl
i

and Σl
j. The eigenvalues are obtained from solving the generalized eigenvalue problem

λkΣl
ixk − Σl

jxk = 0 , k = 1, . . . , d , (3.4)

where xk 6= 0 are the generalized eigenvectors. Finally, the overall covariance-based

distance between two human appearances is given by

ρ̄ij =
1
N

N∑
l=1

ρ(Σl
i , Σl

j) , (3.5)

i.e., the mean distance measure obtained from N stripe versus stripe comparisons, as

shown in Figure 3.3.
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Figure 3.3: Descriptor matching: Descriptors are extracted from horizontal stripe regions and
compared using a metric for covariance matrices. Finally, the overall distance for the descriptive
model is obtained from averaging over the individual stripe distances.

When matching person appearances, a specific probe image is compared to all

gallery images using Equation (3.5), resulting in a set of distances. These distances

are then sorted in order to generate a ranking of the gallery with respect to the probe,

which serves as starting point for the discriminative model presented in Section 3.4.

3.4 Discriminative Person Model

In the second stage of our system, we apply a discriminative model, which is estimated

by boosting for feature selection [73]. Thus, similar to [31, 6], the goal is to select the

most discriminative features for a specific individual from an over-complete feature set.

However, unlike these methods, our approach does not involve any labeling of training

data by hand, since positive and negative samples are automatically provided by the

system. As already described in Section 3.2, positive samples are obtained from the

query person, i.e., either images are extracted from the corresponding trajectory in case

of a multi-shot setup, or virtual samples are generated by applying geometric transfor-

mations and displacements in the single-shot case. On the other hand, negative samples

are obtained from the initial ranking produced by the descriptive model. Moreover, in

contrast to [31, 6], the goal is not to learn a similarity function between image pairs,

but to finally generate a ranking of all gallery images. This is similar to [64], where an

SVM-based ranking method is used to sort the gallery.

In particular, when applying the discriminative stage, a specific feature model is

computed for the chosen query person using AdaBoost [26], a boosting algorithm that

has shown great performance for the task of feature selection over the years, as briefly

outlined in the next section. After the training phase, the obtained model is evaluated
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on all gallery images, which are then sorted according to their confidence values: a

higher confidence results in a lower rank. Like in the descriptive stage, we evaluate the

learned model only on a subset of the gallery images in case of multi-shot setups, thus,

reducing the computational load. Again, five images are equidistantly extracted from

each person trajectory, and the final rank is determined by the maximum confidence

value achieved.

3.4.1 Boosting for Feature Selection

In machine learning, a learner tries to identify an unknown concept based on a set of

samples of that concept. How well rules that have been learned from given training

data can be applied to unseen, new data is characterized by the generalization ability,

a crucial property of any learning algorithm. Over the years, a lot of research has been

devoted to new ideas that can improve the generalization ability of learning algorithms.

One of the most successful paradigms developed so far is ensemble learning. The idea is

to combine a set of weak learners to a strong learner, leading to improved performance

compared to each of the individual learners.

This is related to an interesting question raised by Kearns and Valiant [47], whether

“weakly” learnable and “strongly” learnable problems, i.e., classes of different complex-

ity, are in fact equal. The answer is “yes”, as proven by Schapire [68]. In particular, a

concept class is weakly learnable if, given access to a set of samples of an unknown

concept, a learner can produce a hypothesis that performs only slightly better than ran-

dom guessing. On the other hand, a concept class is strongly learnable if a learner is

very likely to output a hypothesis that is correct on all but an arbitrarily small portion

of the samples. Schapire shows that these two notions of learnability are equivalent by

constructing the first boosting algorithm: If they are independent, i.e., make errors on

different samples of the input data, weak learners that just perform little better than ran-

dom guessing can be boosted into a strong learner of arbitrary accuracy. The main idea

of this initial boosting algorithm is to increase the performance of a single weak learner

by two additional weak learners trained on different versions of the input data. Their

outputs are combined using majority voting, and the whole procedure is carried out

recursively. A simpler and more efficient boosting method is presented by Freund [25],

who connects many weak learners via a single majority gate, leading to improved per-

formance compared to [68]. However, as a drawback, both approaches require prior

knowledge of the accuracies achieved by the weak learners, information that is usually
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not available in practice. Hence, in order to overcome this limitation, further research

has been devoted to the investigation of new boosting algorithms, finally leading to

the development of AdaBoost by Freund and Schapire [26]. AdaBoost is an adaptive

boosting algorithm that does not need those unknown error bounds, an advantage that

implies a very broad practical applicability. A detailed description of the algorithm is

given in Section 3.4.2.

A particularly useful application of the AdaBoost algorithm is boosting for feature

selection, first introduced by Tieu and Viola [73] for the task of image retrieval. Their

approach is based on the assumption that each image consists of a sparse set of visual

causes, and that causes are shared between visually similar images. The causes can be

seen as a simplifying structure in the distribution of images, where the goal of a learner

is to discover this structure. Hence, Tieu and Viola propose to generate an over-complete

set of highly selective features, i.e., features that respond only to a small number of given

database images. They compute over 46,000 such features by three levels of filtering with

25 simple linear features like oriented edges, center surround, and bar filters. Given a

few query images showing the same content, the idea now is that only a small number

of highly selective features, e.g., 20 to 50, is necessary to find database images similar to

the exemplars. For the task of selecting such an appropriate subset of features, Tieu and

Viola apply AdaBoost, where each weak learner corresponds to one feature out of the

over-complete set. Thus, as the algorithm consecutively adds weak learners to finally

obtain a strong learner, it implicitly also selects the most suitable features.

Inspired by this work, Viola and Jones present a real-time object detector that utilizes

boosting for feature selection. Using an exhaustive set of Haar-like features, they achieve

excellent performance on the task of face [77] and person detection [78], however, much

faster than previous approaches. The obtained real-time capability of the detector results

from two contributions. First, Viola and Jones introduce the “integral image”, a new

image representation that allows a very efficient calculation of pixel sums needed for

evaluating Haar-like features. Second, the proposed detector combines several classifiers

with increasing complexities in a cascade structure, which is especially useful if a lot of

image patches have to be processed, such as in case of sliding window techniques. The

first few stages contain classifiers of quite limited complexity, so that a majority of image

patches can be rejected very rapidly. In this way, only promising patches are forwarded

to computationally more expensive classifiers, resulting in a drastically reduced runtime.
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Due to its success, there has been a considerable scientific interest in boosting for fea-

ture selection. Following the works of Viola and Jones, various different approaches have

been proposed over the years, which mainly differ in the type of features they employ,

e.g., rotated Haar-like features [51], Gabor filters [71], edge orientation histograms [50],

PCA features [40], or boundary fragments [61].

As it is applicable to practically all kinds of features that can be computed reasonably

efficiently, boosting for feature selection is perfectly suited for our purpose, person re-

identification, which is very similar to its original task of image retrieval. Given a set of

highly selective features, we want to select a sufficiently discriminative subset in order

to distinguish a specific person from the rest of the people.

3.4.2 AdaBoost

AdaBoost, introduced by Freund and Schapire [26], is one of the most popular boost-

ing algorithms, and (referring to a NIPS workshop) was called the “best off-the-shelf

classifier in the world” by Breiman in 1996. In contrast to previous boosting methods,

AdaBoost re-weights the training samples instead of re-sampling them, so that the weak

learners can be trained with respect to this weight distribution. Furthermore, it adapts

to the weak learners’ accuracies and outputs a weighted majority hypothesis, where the

weight of each individual weak hypothesis is related to its training error. Freund and

Schapire also prove that if the weak learners have errors just below 50%, i.e., they per-

form just better than random guessing in binary classification tasks, then the training

error of the final hypothesis drops to zero exponentially fast.

In this work, we focus on discrete AdaBoost, where each weak learner returns a

binary decision. In particular, the algorithm consists of several steps as follows. Assume

we are given a set of M labeled training samples X = {(xm, ym)}m=1,...,M, where xm ∈ Rd

is an arbitrary feature vector and ym ∈ Y = {−1,+1} is its corresponding class label,

further a weak learning algorithm L that outputs a hypothesis h : Rd → Y , i.e., a weak

classifier predicting a label, and finally a weight distribution D over the training set X
initialized uniformly to D(m) = 1/M.

Now in each iteration t = 1, . . . , T of the AdaBoost algorithm, the training samples

X are fed to the weak learner L, which generates a hypothesis ht that hopefully has a

small training error εt, at least below 50%, with respect to the current distribution Dt:
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εt =
∑

m:ht(xm) 6=ym

Dt(m) . (3.6)

Related to the training error, the weight αt of the generated hypothesis is calculated

according to the following formula:

αt =
1
2

ln
(

1 + εt

εt

)
. (3.7)

Before the next iteration starts, the weight distribution Dt is updated such that weights

are increased for misclassified and decreased for correctly classified samples:

Dt+1(m) =


Dt(m)

Zt
exp(−αt) ht(xm) = ym

Dt(m)

Zt
exp(αt) ht(xm) 6= ym

, (3.8)

where Zt is a normalization factor chosen such that Dt+1 is a distribution. Since we

assume binary class labels from the set {−1,+1}, Equation (3.8) can be re-written to

Dt+1(m) =
Dt(m)

Zt
exp(−αtht(xm)ym) . (3.9)

Updating the weight distribution in this way forces subsequent hypotheses to focus on

the difficult samples, i.e., those samples that have been misclassified so far, in order to

achieve small training errors.

The whole process is repeated until either a maximum number of T iterations is

reached, or a certain stopping criterion, e.g., a training error of 0%, is met. Finally,

a strong classifier H is computed as a weighted linear combination of all generated

hypotheses, i.e., weak classifiers, ht:

H(x) =
T∑

t=1

αtht(x) , (3.10)

which returns a real confidence value. If a discrete label is required, a discrete strong

classifier H̃ can be obtained by simply applying the sign function:

H̃(x) = sgn(H(x)) . (3.11)

Since we are interested in person re-identification, and our goal is to generate a

similarity-based ranking of person images, we stick to Equation (3.10). This allows us to
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calculate a confidence value for each of the images in the gallery, which is then sorted

accordingly. The individual steps of the discrete AdaBoost algorithm are summarized

in Algorithm 3.1.

3.4.3 Features

As mentioned previously, due to its popularity, many different feature types, e.g., ro-

tated Haar-like features [51], Gabor filters [71], edge orientation histograms [50], PCA

features [40], or boundary fragments [61], have been proposed for the application with

boosting for feature selection. These features have shown excellent performance for var-

ious vision tasks such as object recognition, detection, and tracking. In the particular

case of person re-identification, we found that the most important information queues

are intensity changes between the upper and lower body of a person and essential color

attributes. Thus, for our task, we use a combination of horizontally divided Haar-like

features, which model vertical intensity changes, and covariance features, which are ca-

pable of fusing multiple color channels into a compact descriptor. Moreover, to avoid

that too much background information is modeled by the rather local features, we pro-

hibit features that are placed close to the image borders. Since Haar-like features are

well known in the context of boosting (e.g., [77]), in the following, we focus on the dis-

cussion of the covariance features, and how to efficiently compute them in order to be

applicable in a boosting framework.

As described in Section 3.3.1, covariance matrices, in general, provide an elegant

way of integrating various different feature channels, in our case RGB color channels,

into one compact representation. They capture the variances of these channels and the

correlations between them. However, since covariance matrices do not lie on Euclidean

space, they cannot directly be used in a boosting framework. While we could simply

draw on the distance measure defined in Equation (3.3), i.e., calculate the similarity

between covariance matrices on Riemannian manifolds, this would lead to a significant

increase in runtime, as a lot of features have to be evaluated during training. Hence, in

order to overcome this limitation, we follow the approach described in [48, 36], allowing

to represent individual covariance matrices directly in a Euclidean vector space. In this

way, computationally costly processing steps on manifolds can be avoided.

Specifically, given a covariance descriptor computed according to Equation (3.2), we

want to map the first and second order moments of the underlying distribution of data

points, i.e., mean vector µ and covariance matrix Σ, to Euclidean vector space. This can
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Algorithm 3.1 Discrete AdaBoost

Input: set of M labeled training samples X = {(xm, ym)}m=1,...,M, weak learning algo-
rithm L, maximum number of iterations T

Output: strong classifier H(x)

1: Initialize weight distribution:

D1(m) =
1
M

2: for t = 1, . . . , T do

3: Call weak learner to obtain a hypothesis that has a small training error with
respect to the current weight distribution:

ht = L(X , Dt)

4: Calculate training error:

εt =
∑

m:ht(xm) 6=ym

Dt(m)

5: if εt = 0 then

6: Set T = t and abort loop

7: end if

8: if εt ≥
1
2

then

9: Set T = t− 1 and abort loop

10: end if

11: Calculate hypothesis weight:

αt =
1
2

ln
(

1 + εt

εt

)
12: Update weight distribution:

Dt+1(m) =


Dt(m)

Zt
exp(−αt) ht(xm) = ym

Dt(m)

Zt
exp(αt) ht(xm) 6= ym

(Zt is a normalization factor chosen such that Dt+1 is a distribution.)

13: end for

14: return H(x) =
T∑

t=1

αtht(x)
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efficiently be done utilizing the Unscented Transform (UT) proposed by Julier et al. [46],

where the key insight is that it is generally easier to approximate a single distribution

than to approximate an arbitrary non-linear transformation. Hence, a given distribu-

tion is estimated by selecting a representative set of test samples, which is constructed

such that it captures the distribution’s mean and covariance. These test points are then

mapped via a given non-linear transformation, resulting in a new set of points, referred

to as sigma points. This is beneficial, since the desired non-linear transformation can ex-

actly be applied to each of the test points, as opposed to approaches that try to approx-

imate the transformation itself, e.g., using linearization, such as the extended Kalman

filter [43]. Finally, the mean and covariance of the transformed points are computed,

representing an estimation of the non-linear transformation of the original distribution.

In particular, for the d-dimensional case, a set of 2d + 1 sigma points si ∈ Rd, i =

0, . . . , 2d, is constructed as follows:

s0 = µ , (3.12)

sj = µ + α
(√

Σ
)

j
, (3.13)

sj+d = µ− α
(√

Σ
)

j
, (3.14)

with j = 1, . . . , d, µ and Σ being the data’s mean vector and covariance matrix, respec-

tively, and
(√

Σ
)

j
being the j-th column of the covariance matrix square root, which can

efficiently be calculated using the Cholesky decomposition. The scalar α is a constant

weighting for the elements in the covariance matrix and is set to α =
√

2 for Gaussian

data. Constructing sigma points in this way can be seen as an efficient mapping of a

specified set of test vectors ti ∈ Rd that are located at the intersections of a unit hyper-

sphere with a d-dimensional Cartesian coordinate system, with t0 = µ representing the

origin, as illustrated in Figure 3.4 for a simplified two-dimensional case. It is worth not-

ing that the deterministic test point sampling utilized in the UT is in contrast to Monte

Carlo methods, where the test points are chosen randomly. Furthermore, the statistics of

the obtained sigma points accurately capture the original mean and covariance informa-

tion up to third order for Gaussian and up to second order for non-Gaussian data. The

final feature representation is built by concatenation of all sigma points to one vector

s = [s0, . . . , s2d] , (3.15)
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which describes Euclidean space, thus, allowing element-wise distance calculations be-

tween individual descriptors. As can be seen, sigma points offer a very powerful rep-

resentation that is capable of integrating various different feature channels into one

compact feature vector. The obtained feature representation takes advantage of all the

nice properties of the covariance descriptor presented by Tuzel et al. [75], however, cir-

cumvents the disadvantage of costly computations on manifolds by providing feature

vectors directly in Euclidean vector space.

Figure 3.4: Generation of sigma points: Deterministically sampled test vectors ti are mapped
to sigma points si given in a second coordinate system, while the characteristics of the original
covariance matrix are preserved. The image stems from [48].

With this representation, we are now able to efficiently capture local color infor-

mation in our boosting framework. As for Haar-like features, we use a rectangularly

shaped region for extracting color information (RGB) from an image. All pixels within

the feature region are used to calculate the mean vector µ, the covariance matrix Σ, and

finally the sigma points representation. This enables us to capture very discriminative,

local color features of a person (e.g., a red bag), as opposed to the descriptive statistical

model described in Section 3.3, which extracts color and gradient information from reg-

ular stripe regions laid over the whole person image. Both feature types, i.e., Haar-like

and covariance features, are illustrated in Figure 3.5.

3.4.4 Feature Response Statistics

As already mentioned, if boosting is applied for feature selection, then each weak learner

corresponds to one feature out of an over-complete set. However, besides a specific

visual feature, a weak learner also requires some sort of statistics in order to model

the distribution of feature responses. This statistical model enables the weak learner
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(a) (b)

Figure 3.5: Features applied in the discriminative stage: (a) Haar-like features mainly capture
intensity changes between the upper and lower body of a person, (b) covariance features extract
local color information in form of vectors of sigma points.

to actually learn and make decisions based on the values obtained from the feature

representation. During training, the model is updated according to the observed feature

responses and corresponding label information. Afterwards, given a certain feature

value, the model is able to make a decision based on the learned statistics, i.e., it can be

used to classify previously unseen test samples.

In our setup, we have to distinguish between two feature types that generate different

kinds of responses. The Haar-like features produce a scalar response fH(x), while the

covariance features, i.e., sigma points, return a vector response fs(x). In particular, to

generate a hypothesis for the Haar-like features, we use a Bayesian decision criterion:

hH(x) = sgn(P( fH(x) | 1)− P( fH(x) | −1)) , (3.16)

where the probabilities for the positive and negative class are modeled via Gaussian

distributions N (µp, σ2
p) and N (µn, σ2

n) estimated from the feature responses of the pos-

itive and negative training samples, respectively, as illustrated in Figure 3.6. Hence,

Equation (3.16) can be re-written to

hH(x) = sgn(g( fH(x) | µp, σ2
p)− g( fH(x) | µn, σ2

n)) , (3.17)

with g(x | µ, σ2) being the Gaussian probability density function. Assuming the distri-

butions to be Gaussian implies that the parameters can be computed very easily.

In contrast, for the multi-dimensional sigma points representation, we apply a near-

est neighbor classifier using the Euclidean distance:
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Figure 3.6: Bayesian decision criterion: Based on the positive and negative training distributions,
a threshold is calculated, which is then used to classify new samples as either belonging to the
positive or negative class.

hs(x) = sgn(‖fs(x)− µn‖2 − ‖fs(x)− µp‖2) . (3.18)

The cluster centers for positive and negative samples, µp and µn, are estimated by com-

puting the mean for each feature vector entry separately.

3.5 Discussion

In our person re-identification system, we combine a descriptive and a discriminative

person model in order to take advantage of the different representational strategies,

which capture a large extent of complementary information. In the first step, the fast,

descriptive stage is executed to obtain an initial ranking of person images very quickly.

Since the feature representation in this stage is hand-crafted, i.e., fixed, the signatures

of all persons in the gallery database can be pre-computed. Hence, the search time

is significantly reduced, as only the signature of the selected query person has to be

generated, which is then matched with the elements stored in the database. After that, a

human operator examines the top ranks of the produced ranking and decides whether

the searched person has been found or not. Empirically, from our experiments, we

know that this initial ranking is rather robust, i.e., there are usually no severe outliers.

In general, the descriptive strategy works well in cases where the query person has a

distinctive appearance that is not found overly often in the gallery. But if there are a lot
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of similar persons, the holistic feature representation can quickly become too unspecific,

so that the descriptive model is likely to fail.

In such situations, the human operator can still apply the discriminative model as a

second step. Due to the different characteristics of this model, there is a good chance

that it can improve the existing ranking, especially since it focuses more on finer de-

tails, which are usually underrepresented in the descriptive stage. Unfortunately, a

disadvantage of the discriminative step is its higher computational complexity, which

significantly increases the overall runtime, typically from a couple of seconds to a few

minutes. To alleviate this drawback, the discriminative model might be started in the

background right after the descriptive stage, i.e., while the user is still examining the

initial ranking. As indicated in Figure 3.1, it is also possible to apply the discriminative

model multiple times with the human in the loop. In each iteration, the user investigates

the current ranking and labels the shown persons as being similar or dissimilar to the

query person, with the goal to steer the model towards the correct match. However,

during our experiments, we found that untrained users tend to distort the discrimi-

native person model when interacting with the system. The problem seems to be the

discrepancy between the human understanding of similarity and that of machine learn-

ing algorithms, especially since humans perceive a person rather holistically, while our

discriminative model produces a quite local feature representation. This observation

suggests that the operating personnel should be trained before running the system in

an interactive mode.

Besides this qualitative analysis, in Section 5.4.1, we give a more thorough evaluation.

In particular, we show that both models in our system capture different aspects of the

appearance of a person, thus, providing two complementary methods that can be used

to find a specific query person. However, since the decision whether or not to run the

discriminative model is still made by the human operator, we seek a more principled

way of combining descriptive and discriminative techniques. One possibility to achieve

this is via metric learning, which is the topic of the next chapter.
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4.1 Overview

Recently, metric learning has gained considerable scientific interest in the field of person

re-identification, as it provides a very elegant fusion of the descriptive and discrimina-

tive techniques typically encountered in the community. The main idea is to build on

an existing feature representation, which is usually designed to generate a descriptive

signature of the whole person appearance, and then to learn a suitable metric that re-

flects the visual camera-to-camera transition. This is similar to the idea of inter-camera

color calibration (see, e.g., [63]), where feature space transitions between various camera

views are modeled using labeled samples. Hence, in contrast to methods that match

features directly in the feature space using some standard distance measure, metric

learning has the advantage that even less distinctive features, which need not capture

the visual invariance between different camera views, are sufficient for achieving high

45
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matching performance. Moreover, since the learned metric inherently emphasizes or

attenuates directions in the feature space based on their importance for the given task, it

can also be seen as a discriminative feature selector. Just like in the case of discriminative

methods, to estimate such a metric, a training stage is necessary. However, once learned,

metric learning approaches are very efficient during evaluation, since additionally to the

feature extraction and the matching, only linear projections have to be computed.

In the special case of person re-identification, we have to cope with three main dif-

ficulties concerning existing metric learning approaches. First, in order to capture all

relevant information, often high-dimensional feature representations are needed. Thus,

widely used metric learners such as Large Margin Nearest Neighbor (LMNN) [80, 81],

Information-Theoretic Metric Learning (ITML) [15], and Logistic Discriminant Metric

Learning (LDML) [32], i.e., methods that build on complex optimization schemes, run

into high computational costs and memory requirements. As a consequence, they are

infeasible in practical scenarios consisting of dozens of cameras. Second, most of these

methods assume a multi-class classification problem, which is not the case for person

re-identification. In fact, we are typically given image pairs showing the same person

and image pairs showing different persons captured by two distinct cameras. However,

since usually no information about the inter-similarity between individual image pairs,

i.e., persons, is given, we do not want to treat them as separate classes, as this could

distort the metric. Hence, existing methods have to be adapted for our purpose. There

are only a few methods such as those presented in [29, 1] which intend to learn a metric

directly from data pairs. Third, as already mentioned, we have to deal with a partially

ill-posed problem. In fact, two images showing the same person might not look similar

at all (e.g., due to camera noise, scene geometry, or different viewpoints: frontal versus

back view). On the other hand, images not showing the same person can be very simi-

lar (e.g., many people wear rather dark clothes in winter). Thus, for standard methods,

there is a high tendency to over-fit the training data, yielding insufficient results during

testing.

The goal of this chapter now is twofold. First, we analyze the applicability of metric

learning to the task of person re-identification from a more general point of view. Hence,

we review the main idea of Mahalanobis metric learning and give an overview of se-

lected approaches which are targeted at the problem of discriminative metric learning

via different strategies. In particular, we concentrate on established methods applied

to diverse visual classification tasks (e.g., LMNN, ITML, and LDML), as well as ap-
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proaches that have been developed specifically for person re-identification (e.g., Large

Margin Nearest Neighbor with Rejection (LMNN-R) [16], Probabilistic Relative Distance

Comparison (PRDC) [87], and Pairwise Constrained Component Analysis (PCCA) [58]).

Since these methods typically rely on computationally expensive optimization tech-

niques, in the second part of this chapter, we present new solutions on how to obtain

metrics that are especially suited for our purpose, but can be computed much more

efficiently. First, we show how to balance the influence of matching and non-matching

person pairs during optimization via an iterative, but very fast approach in order to

achieve state-of-the-art re-identification performance. To further increase efficiency, we

then propose learning a metric similar to LMNN, i.e., optimized over local neighbor-

hoods in the feature space, however, via a closed-form solution. Thus, the runtime

is significantly reduced compared to the iterative optimization scheme of the original

LMNN algorithm.

The rest of the chapter is organized as follows. First, in Section 4.2, Mahalanobis

metric learning in general is introduced, and the methods used for comparison in our

study are summarized. Then, in Section 4.3, we present our more efficient metric learn-

ing approaches that are particularly designed for the task at hand. In Section 4.4, the

framework for applying metric learning to person re-identification is described, and

finally, in Section 4.5, the gained insights are discussed.

4.2 Mahalanobis Metric Learning

In this section, we first provide a definition of metrics, introduce the general idea of

Mahalanobis metric learning, and then present an overview of the approaches used for

comparison in our study. These include generic methods that have shown good per-

formance for diverse visual classification tasks, as well as specific methods that have

been developed for person re-identification. Moreover, to give a broader analysis, the

selected methods tackle the same problem from different points of view, e.g., using

generative data analysis, statistical inference, information-theoretic aspects, or discrimi-

native learning. Additionally, we consider the standard Mahalanobis metric and Linear

Discriminant Analysis (LDA) [21], which can be regarded as simple baselines.
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4.2.1 What is a Metric?

In mathematics, a metric is a function that defines a distance between elements of a set,

which is called a metric space in this case. Hence, it is also referred to as distance function,

or simply distance. A more formal definition is given by the following constraints, where

dm denotes a metric on set X , i.e., dm : X ×X → R, and xi, xj, xk are elements of X :

dm(xi, xj) = 0 if and only if xi = xj , (4.1)

dm(xi, xj) = dm(xj, xi) , (4.2)

dm(xi, xk) ≤ dm(xi, xj) + dm(xj, xk) , (4.3)

dm(xi, xj) ≥ 0 . (4.4)

The first constraint, Equation (4.1), is the coincidence axiom, which ensures that the

distance between two points can only be zero if the points are identical. Further, Equa-

tion (4.2) requires the distance to be symmetric, and Equation (4.3) describes the triangle

inequality. Finally, the non-negativity constraint, Equation (4.4), is implied by the other

three.

4.2.2 Mahalanobis Metric

Since practically all machine learning algorithms rely on some sort of distance calcu-

lation between individual data points, a prominent and widely used approach for im-

proving classification results is Mahalanobis metric learning, where the idea is to learn

a suitable distance function by exploiting the structure of the data. Such metrics form

a whole class of distance functions that is based on the standard Mahalanobis distance,

introduced by Mahalanobis in 1936 [56]. The Mahalanobis distance is one of the most

fundamental distance measures for classification. In contrast to the Euclidean distance,

it is scale-invariant and takes the correlations within the data set into account. Specifi-

cally, given n feature vectors xi ∈ Rd and assuming a Gaussian structure of the data, the

Mahalanobis distance is obtained by first calculating the covariance matrix

Σ =
1

n− 1

n∑
i=1

(xi − µ)(xi − µ)> , (4.5)

and then computing the squared distance
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d2
Σ−1(xi, xj) = (xi − xj)

>Σ−1(xi − xj) (4.6)

between individual feature vectors, which is parametrized by the inverse of the covari-

ance matrix. This is equivalent to first applying a whitening transformation to the data,

yielding a set of points that are uncorrelated and have a variance of one, and then

measuring Euclidean distances in the transformed space, as illustrated in Figure 4.1

for a two-dimensional example. While in the original space, points having the same

Mahalanobis distance from the data’s mean lie on ellipses that follow the Gaussian

model, in the new space, these points lie on circles around the mean. This relation can

also easily be seen from the covariance matrix of the transformed points, which equals

the identity matrix. Hence, the Mahalanobis distance and the Euclidean distance are

identical in the transformed space.

While using the Mahalanobis distance already improves classification performance if

the data distribution is shaped properly, for some applications, even better results can be

obtained by computing a more specific metric that is adapted to the problem at hand.

Instead of just taking the distribution of data points into account, i.e., the generative

structure, such metrics also incorporate discriminative information, e.g., in form of class

labels or equivalence constraints. In particular, this is achieved by Mahalanobis metric

learning, where the inverse covariance matrix in Equation (4.6) is replaced by a positive

(semi-) definite matrix M ∈ Rd×d learned specifically for the given task:

d2
M(xi, xj) = (xi − xj)

>M(xi − xj) . (4.7)

In our scenario, we want the distance between instances of the same person to become

very small, while the distance between instances of different persons should become

rather large. As can be seen from Equation (4.7), the distance function is parametrized

by the matrix M. Depending on the structure of this matrix, the influence on the dis-

tance d2
M ranges from simple feature re-weighting in case of a diagonal matrix to a

full linear transformation including scaling and rotation. By transforming the features

appropriately, significant improvements for various visual classification tasks can be

achieved compared to just using a standard distance. For example, if the Euclidean

distance is utilized, then the largest feature dominates the computation, although that

feature might not be important for classification at all. Note that in this context, i.e., fea-

ture space transformation, it is not overly important to compute a mathematically valid

metric that fulfills all of the constraints defined in Equations (4.1) – (4.4), which would
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(a)

(b)

Figure 4.1: Whitening transformation: (a) In the original space, the data points follow a Gaussian
distribution, and points having the same Mahalanobis distance from the data’s mean lie on
ellipses. (b) In the transformed space, the data points are uncorrelated and have a variance of
one. Hence, points that are equidistant from the center lie on circles. In both images, the unit
distance from the center is highlighted in red.
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require the matrix M to be positive definite (M � 0). Indeed, in most applications, it

is entirely sufficient to work with matrices that are only positive semi-definite (M � 0),

hence, describe a pseudo-metric. A pseudo-metric is the most common generalization

of a metric. It satisfies all metric axioms except for the first, i.e., the coincidence axiom

given in Equation (4.1), which is substituted by

dm(xi, xi) = 0 , (4.8)

thus, requiring the distance between identical points to be zero, but on the other hand,

allowing a distance of zero also between two different points. Put another way, points

in a pseudo-metric space need not be distinguishable.

To reveal the feature transformation characteristic of metrics, an alternative, but more

intuitive formulation for Equation (4.7) can be derived using matrix decomposition.

Since the matrix M is assumed to be positive (semi-) definite, a factorization of the

following form exists:

M = LL> , (4.9)

where L ∈ Rd×d can be computed via Cholesky decomposition, for example. If we now

substitute M by LL> in Equation (4.7), we obtain:

d2
L(xi, xj) = (xi − xj)

>LL>(xi − xj)

= (L>xi − L>xj)
>(L>xi − L>xj)

= ‖L>xi − L>xj‖2
2

= ‖L>(xi − xj)‖2
2 . (4.10)

As indicated by Equation (4.10), measuring distances under a certain metric M is equiv-

alent to first projecting the data points into a transformed feature space using L, i.e.,

x′i = L>xi, and then measuring Euclidean distances there. Thus, either directly a pos-

itive (semi-) definite matrix M or a linear transformation L can be estimated from the

data. While L uniquely defines M, M defines L only up to rotation, which, however,

has no influence on the calculation of distances. Note that if the transformation matrix

L has full rank, it induces a positive definite matrix M, i.e., a valid metric that fulfills all

axioms defined in Equations (4.1) – (4.4), and a pseudo-metric otherwise.
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In order to be able to actually learn a suitable metric, some sort of meta information

describing the relations between individual data samples has to be provided, allowing

to exploit not only the generative structure of the data, but also discriminative cues.

Hence, in most visual classification tasks, additionally to each training sample xi the

corresponding class label yi is given. However, for some problems, explicit class labels

are not available or desired, so that other forms of meta information are needed. This

also applies to person re-identification, where we typically learn from a training set

consisting of image pairs (xi, xj), each showing a specific person in two different camera

views A and B, i.e., yi = yj. Although explicit person labels are provided in most

cases, so that we could simply treat each image pair, i.e., person, as a separate class

and formulate a multi-class problem, a more natural choice is to transform the original

problem into a two-class problem, especially since usually no information about the

inter-similarity between individual person pairs is given. Thus, we generate two sets of

image pairs S and D such that each pair in S has two images describing the same person

and each pair in D has two images describing different persons:

S = {(xi, xj) | i ∈ IA, j ∈ IB, yi = yj} , (4.11)

D = {(xi, xj) | i ∈ IA, j ∈ IB, yi 6= yj} , (4.12)

where IA and IB are the sets of sample indices of camera view A and B, respectively.

Note that samples of D can easily be obtained by proper re-combination of the pairs

given in S . Clearly, for the task of person re-identification, the goal is to learn a metric

that brings each of the image pairs in S (usually referred to as matching, similar, or

positive pairs) closer together and increases the distance between each of the image

pairs in D (usually referred to as non-matching, dissimilar, or negative pairs) at the

same time. Since in our case, a person pair typically consists of two images captured

by different cameras A and B, i.e., distances are measured between two specific camera

views, in the following, we skip the camera notation for simplicity.

Having arranged image pairs using such pairwise equality and inequality

constraints, we now transform the samples from the data space into the label-agnostic

difference space

X = {xij = xi − xj} , (4.13)
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which is inherently given by the metric definitions in Equations (4.7) and (4.10). Also

note that X is invariant to the actual sample location in the feature space. Furthermore,

in order to increase readability in the following sections, we introduce the outer product

matrix of pairwise differences

Cij = (xi − xj)(xi − xj)
> (4.14)

and the similarity variable

yij =

{
1 yi = yj

0 yi 6= yj
, (4.15)

where the latter indicates whether a given image pair (xi, xj) is an element of S or D.

4.2.3 Linear Discriminant Analysis

Linear Discriminant Analysis (LDA) [21], sometimes also referred to as Fisher LDA, is

a linear dimensionality reduction technique which projects binarily labeled data sam-

ples from a d-dimensional space onto a one-dimensional subspace while preserving as

much of the class discriminatory information as possible. Put another way, it computes

that projection vector in the feature space which is most suited to discriminate data

samples from two different classes, assuming that both are normally distributed and

have equal covariance. In contrast to the unsupervised Principal Component Analysis

(PCA) [62, 37], which finds the most accurate data representation in a lower-dimensional

subspace by projecting the samples onto those directions having the largest variances,

LDA exploits class label information, i.e., it works supervised. The difference between

PCA and LDA is illustrated in Figure 4.2 for a two-dimensional example with two

classes. As can be seen, the projection obtained by PCA captures most of the data

variance, however, is quite inappropriate for classification. LDA, on the other hand,

tries to find a representation where individual classes are compact and well separated

from each other. Thus, it is much better suited for classification tasks.

In particular, assume we have a set of samples xi ∈ Rd and corresponding class labels

yi ∈ {1, 2}, i.e., a binary classification problem. Then the goal of LDA is to compute a

projection L onto a line, i.e., x′i = L>xi, which is optimal for discriminating samples

from the given classes. Hence, we first compute the within-class scatter matrix
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(a)

(b)

Figure 4.2: Difference between PCA and LDA: Given two-dimensional data samples from two
classes ‘blue’ and ‘red’, the goal is to find a one-dimensional subspace, i.e., a line, to project onto.
(a) Since PCA does not take labels into account, the obtained projection yields classes that are
fairly spread out and even overlap. (b) In contrast, LDA computes a one-dimensional subspace
where individual classes are as compact and separated from each other as possible.
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SW =
2∑

c=1

∑
i:yi=c

(xi − µc)(xi − µc)
> (4.16)

and the between-class scatter matrix

SB = (µ1 − µ2)(µ1 − µ2)
> (4.17)

of the data. Equation (4.16) expresses the scatter of the data samples around their

respective class means µc, a measure that should be minimized by the optimal projection.

On the other hand, the separation of the two class means defined in Equation (4.17)

should be maximized. Thus, the optimal projection can be found by maximizing the

ratio between SB and SW in the projected space, also referred to as Fisher-criterion:

z(L) =
|L>SBL|
|L>SWL| . (4.18)

Typically, a solution that maximizes the Fisher-criterion is either obtained via solving

the generalized eigenvalue problem

SBL = λSWL , (4.19)

or, if SW has full rank, i.e., its inverse exists, by directly computing the eigenvectors of

S−1
W SB.

Although Fisher’s original formulation considers only two classes, there is a general-

ization to C classes. In this case, the goal is to compute at most C− 1 projection vectors,

i.e., a projection from the original space onto a discriminative subspace with up to C− 1

dimensions. Naturally, Equations (4.16) and (4.17) have to be adapted accordingly:

SW =
C∑

c=1

∑
i:yi=c

(xi − µc)(xi − µc)
> , (4.20)

SB =
C∑

c=1

nc(µc − µ)(µc − µ)> , (4.21)

where nc is the number of samples of class c and µ is the total mean of all data samples.

However, it is known that the Fisher-criterion given in Equation (4.18) is only optimal in

Bayes’ sense for two classes (see, e.g., [53]).
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Since we frame the task of person re-identification as a binary classification prob-

lem between matching and non-matching person image pairs anyway, we stick to the

original LDA formulation, but replace the within-class and the between-class scatter ma-

trix by two mean outer product matrices based on the sets defined in Equations (4.11)

and (4.12):

CS =
1
|S|

∑
(xi ,xj)∈S

(xi − xj)(xi − xj)
> , (4.22)

CD =
1
|D|

∑
(xi ,xj)∈D

(xi − xj)(xi − xj)
> . (4.23)

Thus, we finally obtain the following modified version of the Fisher-criterion:

z(L) =
|L>CDL|
|L>CSL| , (4.24)

which we want to maximize. In other words, we try to decrease the distance between

similar and increase the distance between dissimilar pairs by projecting them onto the

optimal line in the feature space. This can be regarded as a simple baseline method for

our comparisons.

4.2.4 Logistic Discriminant Metric Learning

A similar idea is followed by Logistic Discriminant Metric Learning (LDML) introduced

by Guillaumin et al. [32] for the task of face identification. They also seek a metric under

which positive pairs, i.e., face images showing the same person, have a smaller distance

than negative pairs. However, Guillaumin et al. tackle the problem from a probabilistic

point of view. Thus, to estimate a Mahalanobis distance, the a posteriori probability pij

that a pair (xi, xj) belongs to the positive class is modeled as

pij = p(yij = 1 | xi, xj; M, b) = σ(b− d2
M(xi, xj)) , (4.25)

where yij is the similarity variable defined in Equation (4.15), σ(x) = (1 + exp(−x))−1

is a sigmoid function, and b is a bias term that directly serves as classification threshold

and is learned together with the metric. Since Equation (4.25) describes a standard linear

logistic model, M can be optimized by maximizing the log-likelihood
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z(M) =
∑

ij

yij ln(pij) + (1− yij) ln(1− pij) . (4.26)

The optimal solution is then obtained by iteratively updating the metric matrix M

via gradient ascent in the following direction:

∂z(M)

∂M
=
∑

ij

(yij − pij)Cij , (4.27)

where Cij is the outer product matrix of pairwise differences, as defined in Equa-

tion (4.14). Hence, the influence of each pair on the gradient direction depends on

its current probability pij of being positive and the given label yij. In short, if a positive

pair has a low probability, then an update is performed in direction of Cij, and if a neg-

ative pair has a high probability, then an update is performed in the negative direction

of Cij.

Finally, note that in their experiments, Guillaumin et al. do not impose any further

constraints on the problem. In particular, M is not required to be positive (semi-) defi-

nite. This makes their approach fairly prone to over-fitting the training data, especially

in our scenario, which is somewhat ill-posed.

4.2.5 Information-Theoretic Metric Learning

In contrast to LDML, Information-Theoretic Metric Learning (ITML) presented

by Davis et al. [15] provides a regularized solution, making it more robust to the

difficulties typically encountered in person re-identification. Specifically, Davis et al.

search for a Mahalanobis metric that trades off satisfying distance constraints against

being close to a pre-defined metric. The key idea is that often certain knowledge about

the task at hand is available, and that this knowledge can be incorporated into the

solution via an appropriately chosen metric prior.

To achieve this, Davis et al. exploit the existence of a bijection between the set of

Mahalanobis distances and the set of equal-mean, multivariate Gaussian distributions.

More precisely, let d2
M be a Mahalanobis distance, then its corresponding multivariate

Gaussian is defined by

g(x, M) =
1
Z

exp
(
−1

2
d2

M(x, µ)

)
, (4.28)

where Z is a normalization factor, µ is the data’s mean, and the covariance matrix is
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given by M−1. Thus, if they are represented as Gaussian distributions, the difference be-

tween individual Mahalanobis distance functions can be measured using the Kullback-

Leibler divergence between their distributions. This leads to the following constrained

optimization problem, where the goal is to minimize the relative entropy between the

searched metric M and the chosen prior M0:

min
M

DKL(g(x, M0) || g(x, M)) (4.29)

s. t. d2
M(xi, xj) ≤ u (xi, xj) ∈ S , (4.30)

d2
M(xi, xj) ≥ l (xi, xj) ∈ D . (4.31)

In the above formulation, DKL denotes the Kullback-Leibler divergence, and the con-

straints in Equations (4.30) and (4.31) enforce that on the one hand, the distance be-

tween similar pairs is smaller than a given upper bound u, while on the other hand, the

distance between dissimilar pairs is larger than a certain lower bound l.

As the information-theoretic objective defined in Equations (4.29) – (4.31) can be ex-

pressed via Bregman divergence [9], starting from M0, the Mahalanobis distance matrix

M can be obtained by applying the following iterative update scheme:

Mt+1 = Mt + βMtCijMt , (4.32)

where Cij is defined according to Equation (4.14), and β is a projection parameter com-

puted by the optimization algorithm encoding both, the pair label and the step size.

For similar pairs, β is positive, causing an update in direction of Cij, and vice versa for

dissimilar pairs.

4.2.6 Large Margin Nearest Neighbor

Weinberger et al. [80, 81] present Large Margin Nearest Neighbor (LMNN) classifica-

tion, a distance learning approach that computes a Mahalanobis metric by optimizing

over local neighborhoods in the feature space. In particular, for each instance, a local

perimeter surrounding its k nearest neighbors sharing the same label (target neighbors) is

established. Samples having a different label that invade this perimeter (impostors) are

penalized. More technically, for a target pair (xi, xj) ∈ S , i.e., yij = 1, any sample xl with

yil = 0 (which implies yjl = 0) is an impostor if
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d2
M(xi, xl) < d2

M(xi, xj) + 1 , (4.33)

i.e., if it lies closer than the local neighborhood perimeter around xi plus a constant

margin. As illustrated in Figure 4.3, the goal of LMNN now is to learn a metric that

makes the distance between samples and their target neighbors small while pushing

impostors out of the local perimeters at the same time. This is realized via minimizing

the following objective function:

z(M) =
∑
i,j i

[
d2

M(xi, xj) + µ
∑

l

(1− yil)ξijl(M)

]
, (4.34)

where j i indicates that xj is a target neighbor of xi, µ is a weighting factor that trades

off decreasing the distance between target neighbors against pushing impostors away,

and the slack variable

ξijl(M) = [1 + d2
M(xi, xj)− d2

M(xi, xl)]+ (4.35)

denotes the amount by which an impostor xl invades the perimeter of xi and xj. In Equa-

tion (4.35), positivity is ensured using the hinge function [x]+ = max(x, 0), however, at

the cost of non-differentiability.

Nevertheless, since the objective function is convex, its subgradient can be computed,

allowing to use standard descent algorithms in order to find its minimum and estimate a

metric. Weinberger et al. apply an iterative solver, which reduces the objective function

by taking one step at a time along the subgradient. After each step, the matrix M

is projected back onto the cone of positive semi-definite matrices. Thus, at the t-th

iteration, the gradient can be expressed as:

∂z(M)

∂M

∣∣∣∣
Mt

=
∑
i,j i

Cij + µ
∑

(i,j,l)∈N t

(Cij − Cil) , (4.36)

where Cij is defined according to Equation (4.14), and N t describes the set of triplet

indices that correspond to a positive slack at iteration t, i.e., ξijl(Mt) > 0.

From the above description, it is apparent that the obtained metric is optimal for

k nearest neighbors classification. However, as already mentioned in Section 2.4.1,

Dikmen et al. [16] apply LMNN for the task of person re-identification based on im-

age pairs, i.e., one nearest neighbor classification. They use a slightly modified version
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Figure 4.3: LMNN learning dynamics: The left image shows a sample xi and its k = 3 target
neighbors before training. After training, the target neighbors lie closer to the sample, while
impostors have been pushed out of the local neighborhood, with a margin of at least one unit
distance. The image stems from [80].

of LMNN that additionally contains a rejection option not returning a match if all near-

est neighbors are beyond a certain threshold: LMNN-R. In particular, in order to be able

to define a universal rejection threshold, they replace the original distance criterion that

defines impostors locally, i.e., depending on the neighboring training samples, by the

average distance of all k nearest neighbor pairs:

R =
1

nk

∑
i,j i

d2
M(xi, xj) , (4.37)

where n is the number of training images in one camera view, and, since only image

pairs are given, k = 1 in their experiments. Thus, LMNN-R computes the optimal metric

in the same way as LMNN, however, using a slightly modified version of Equation (4.35):

ξR
ijl(M) = [1 + R− d2

M(xi, xl)]+ . (4.38)

4.2.7 Probabilistic Relative Distance Comparison

As mentioned in Section 2.4.2, Zheng et al. [87] propose a probabilistic metric learning

formulation in order to tackle the person re-identification task. Motivated by the na-
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ture of the problem, i.e., large intra-class and inter-class variability as well as only very

limited number of training samples, they use a relative distance comparison model, de-

noted as Probabilistic Relative Distance Comparison (PRDC). In particular, Zheng et al.

seek a Mahalanobis distance that maximizes the probability of a matching person pair

having a smaller distance than a non-matching one.

First, they define a pairwise set of difference vectors

O = {Oi = (xp
i , xn

i )} , (4.39)

where xp
i is a difference vector computed between a pair of relevant samples, i.e., sam-

ples of the same person, and xn
i is a difference vector from a pair of related irrelevant

samples. This means that one sample for computing xn
i is equal to a sample for com-

puting xp
i , but the other is a mismatch from another person. Given this pairwise set

of difference vectors, the goal now is to learn a distance function dm based on relative

comparison, so that for each entry Oi, the distance between the relevant sample pair is

smaller than that between the related irrelevant pair, i.e., dm(x
p
i ) < dm(xn

i ). The proba-

bility for such an outcome is calculated as

P(dm(x
p
i ) < dm(xn

i )) =
1

1 + exp(dm(x
p
i )− dm(xn

i ))
, (4.40)

where the events of distance comparison between a relevant and an irrelevant pair are

assumed to be independent. The optimal solution is then computed based on the maxi-

mum likelihood principle, i.e., by minimizing

z(L) = − log(
∏
Oi

P(dm(x
p
i ) < dm(xn

i ))) . (4.41)

Zheng et al. parametrize the function dm using the Mahalanobis distance formulation

as defined in Equation (4.10), however, with the additional constraint that the vectors

of the transformation matrix L = [l1 · · · lL] have to be pairwise orthogonal. Thus, after

some conversions, they finally obtain the following conditioned minimization problem:

min
L

∑
Oi

log(1 + exp(‖L>xp
i ‖

2
2 − ‖L>xn

i ‖2
2)) (4.42)

s. t. l>i lj = 0 ∀ i 6= j . (4.43)
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As the optimization criterion in Equation (4.42) may not be convex against the

orthogonality constraint due to the involved relative distance comparison model,

Zheng et al. propose an iterative optimization algorithm, which automatically reduces

the complexity of the final solution by seeking a low-rank matrix.

4.2.8 Pairwise Constrained Component Analysis

As already outlined in Section 2.4.3, Mignon and Jurie [58] introduce Pairwise

Constrained Component Analysis (PCCA), a method that tries to solve the person

re-identification problem by mapping high-dimensional feature vectors to a

low-dimensional space that is adapted to the given task. Their goal is to learn a

projection such that in the new space, the Euclidean distance between matching person

pairs becomes smaller than a certain threshold t, while it becomes larger than that

threshold for non-matching pairs. As t only fixes the scale of the obtained distances, it

can be simply set to t = 1.

Specifically, following the Mahalanobis distance formulation given in

Equation (4.10), Mignon and Jurie seek an optimal transformation matrix L by

minimizing

z(L) =
∑

(xi ,xj)∈S
`β(d2

L(xi, xj)− 1) +
∑

(xi ,xj)∈D
`β(1− d2

L(xi, xj)) , (4.44)

where `β(x) =
1
β

log(1 + exp(βx)) is the generalized logistic loss function, which is a

smooth approximation of the hinge loss.

To solve this optimization problem, a line search approach based on gradient descent

is applied, with the gradient being given as

∂z(L)
∂L

= 2
∑

(xi ,xj)∈S
σβ(1− d2

L(xi, xj))LCij − 2
∑

(xi ,xj)∈D
σβ(d2

L(xi, xj)− 1)LCij . (4.45)

In the above formulation, σβ(x) =
1

1 + exp(−βx)
and Cij is the outer product matrix of

pairwise differences, as defined in Equation (4.14). The sharpness parameter β is fixed

during optimization, and, together with the dimensionality of the output space, it is

estimated using cross validation.
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4.3 Efficient Metric Learning

In this section, we present new methods for computing metrics based on equivalence

constraints that are particularly suited for person re-identification, but require much less

computational power than the approaches presented in the previous sections (except

for the very simple baselines given by the standard Mahalanobis distance and LDA).

Specifically, we want to avoid complex optimization schemes that make algorithms such

as LDML, ITML, LMNN (and LMNN-R), PRDC, and PCCA impracticable in realistic

scenarios consisting of dozens of cameras. Furthermore, since we focus on efficient tech-

niques, i.e., methods that are not over-sophisticated, the risk of over-fitting the training

data is also reduced, resulting in better generalization ability. This is especially impor-

tant considering the partially ill-posed nature of the problem at hand.

We start by formulating an objective function based on the definitions of similar and

dissimilar person pairs given in Equations (4.11) and (4.12), respectively. Naturally, we

want to learn a metric that minimizes the distance between similar person images, i.e.,

those stored in set S , and pushes dissimilar ones, i.e., those stored in set D, apart. This

can be realized via minimizing

z(M) =
1
|S|

∑
(xi ,xj)∈S

d2
M(xi, xj)−

1
|D|

∑
(xi ,xj)∈D

d2
M(xi, xj) , (4.46)

where we normalize each term by the corresponding set cardinality to keep the influence

of similar and dissimilar pairs balanced. As we are interested in efficient algorithms in

order to increase the practical applicability of person re-identification systems, we seek

a closed-form solution for computing M. Thus, after expanding the objective function

given in Equation (4.46) to

z(M) =
1
|S|

∑
(xi ,xj)∈S

(xi − xj)
>M(xi − xj) −

1
|D|

∑
(xi ,xj)∈D

(xi − xj)
>M(xi − xj) , (4.47)

we exploit Equation (4.9) and the fact that an inner product can be expressed in terms

of a matrix trace, i.e.,
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(xi − xj)
>M(xi − xj) = (xi − xj)

>LL>(xi − xj)

= 〈L>(xi − xj), L>(xi − xj)〉

= tr((xi − xj)
>LL>(xi − xj))

= tr((xi − xj)
>M(xi − xj)) . (4.48)

Hence, we can re-write Equation (4.47) to:

z(M) =
1
|S|

∑
(xi ,xj)∈S

tr((xi − xj)
>M(xi − xj)) −

1
|D|

∑
(xi ,xj)∈D

tr((xi − xj)
>M(xi − xj)) . (4.49)

Considering the invariance of the trace under cyclic permutations and its linearity prop-

erty, i.e.,

tr(ABC) = tr(CAB) = tr(BCA) , (4.50)

tr(A± B) = tr(A)± tr(B) , (4.51)

tr(cA) = c tr(A) , (4.52)

where A, B, C ∈ Rd×d and c ∈ R, Equation (4.49) can be further re-shaped to
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z(M) =
1
|S|

∑
(xi ,xj)∈S

tr(M(xi − xj)(xi − xj)
>) −

1
|D|

∑
(xi ,xj)∈D

tr(M(xi − xj)(xi − xj)
>)

= tr

 1
|S|

∑
(xi ,xj)∈S

M(xi − xj)(xi − xj)
>

 −
tr

 1
|D|

∑
(xi ,xj)∈D

M(xi − xj)(xi − xj)
>


= tr

M
1
|S|

∑
(xi ,xj)∈S

(xi − xj)(xi − xj)
>

 −
tr

M
1
|D|

∑
(xi ,xj)∈D

(xi − xj)(xi − xj)
>

 . (4.53)

Finally, using the definitions of CS and CD given in Equations (4.22) and (4.23), respec-

tively, we can simplify Equation (4.53) to

z(M) = tr(MCS )− tr(MCD)

= tr(M(CS − CD)) . (4.54)

However, in order to obtain a suitable metric when minimizing the objective function

defined in Equation (4.54), constraints on M have to be imposed. Typically, the first

such constraint requires M to be positive semi-definite, i.e., M � 0, ensuring a valid

metric. Moreover, to regularize the metric and prevent it from collapsing to the trivial

solution where all distances become zero, further constraints are necessary. Naturally,

we are especially interested in those constraints that give rise to mathematically efficient

solutions, as discussed in more detail in the next sections.

In particular, first, in Section 4.3.1, we examine the influence of the two contrary

terms in Equation (4.54), i.e., CS and CD, in order to find a solution that optimally

balances the effects of positive and negative pairs. Second, in Section 4.3.2, we build on

the thus gained insights and introduce an approach that follows the idea of LMNN, i.e.,
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it optimizes a metric over local neighborhoods in the feature space. In contrast to the

iterative optimization scheme used in LMNN, though, we derive a closed-form solution

based on Equation (4.54), making our method very efficient not only during evaluation,

but also during training.

4.3.1 Balancing the Influence of Positive and Negative Pairs

An important aspect when minimizing the objective function defined in Equation (4.54)

is the influence of positive and negative pairs on the final metric. Special care has to

be taken for the negative ones, as unbounded pair distances can easily degenerate the

metric. Consequently, we add a balancing factor λ to Equation (4.54), which trades off

the effect of positive against that of negative pairs:

z(M) = tr(M(CS − λCD)) . (4.55)

Based on the thus obtained objective function, we now formulate the following con-

strained optimization problem:

min
M

tr(M(CS − λCD)) (4.56)

s. t. M � 0 , (4.57)

tr(M) = 1 , (4.58)

where the first constraint ensures a positive semi-definite matrix M, i.e., a valid metric,

and the second one involving the matrix trace prevents the solution from collapsing to

the trivial case where all distances equal zero. By converting the objective function such

that it explicitly solves for a transformation matrix L according to Equation (4.10), i.e.,

z(L) = tr(L>(CS − λCD)L) , (4.59)

positive semi-definiteness of M = LL> is inherently guaranteed, with the result that

we can skip the first constraint. Furthermore, as the second condition defined in Equa-

tion (4.58) would lead to a rank-one solution, we replace it by a more sophisticated

constraint that also prohibits the trivial case, but avoids rank-one solutions and addi-

tionally ensures uncorrelated directions in the new feature space. Thus, the optimization

problem becomes
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min
L

tr(L>(CS − λCD)L) (4.60)

s. t. L>L = In , (4.61)

where In denotes the identity matrix of size n × n. As can be seen, the parameter n

allows controlling the rank of the obtained solution L ∈ Rd×n and thus the dimension

of the resulting feature space. Usually, n is chosen to be much smaller than the original

feature dimension d, i.e., n� d, in order to avoid over-fitting the training data.

The goal now is to compute the optimal balancing factor λ and transformation matrix

L, which can be achieved by finding the zero point of the trace difference function

f (λ) = min
L>L=In

tr(L>(CS − λCD)L) , (4.62)

as shown by Guo et al. [33]. In particular, they propose an iterative algorithm that first

adapts λ using the bisection method to find the zero point of f (λ), and then calculates

the best matrix L via an eigenvalue problem. The second step is discussed in more

detail in Section 4.3.2. This approach works very well for person re-identification and

converges within only a few iterations, making it much faster than most of the metric

learning approaches described in Section 4.2.

Nevertheless, since we want to avoid any iterative techniques and directly provide a

closed-form solution, we have to eliminate the balancing factor λ from Equation (4.55).

In order to still be able to balance the influence of positive and negative pairs, though,

we propose using a more advanced data sampling technique instead, which is presented

in the next section.

4.3.2 Efficient Impostor-Based Metric Learning

In this section, we refine the metric learning method developed in the previous section

to further increase its efficiency during training and thus its applicability to person

re-identification in large-scale camera networks. Specifically, we want to get rid of the

iterative procedure involved in balancing the influence of positive and negative pairs and

directly come up with a closed-form solution. This can be achieved by an appropriate

data sampling strategy, where only a meaningful subset of the negative person pairs is

used in the optimization.
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In particular, we do not want to compute a metric by minimizing the distance be-

tween matching and maximizing the distance between non-matching person pairs with

brute force and regardless of a pair’s influence on the final classification result. Instead,

inspired by the ideas of LMNN classification, our goal is to estimate a metric using more

advanced, local sampling techniques. A key insight here is that already well separable

samples have only little influence on the optimization result and thus can be skipped.

Hence, we restrict our method to take only meaningful samples in the feature space

into account, i.e., those samples which actually provide information that can increase

the classification performance. As a consequence, an additional benefit of the proposed

approach is its improved generalization ability, since most of the unnecessary distance

constraints are filtered out. Note that we still obtain a global metric that is constant

across the entire feature space. However, the optimization itself is carried out locally,

i.e., based on the local neighborhood around matching person image pairs. Due to its

nature, we call our technique Efficient Impostor-Based Metric Learning (EIML).

To derive our metric, we stick to the concept of impostors introduced by

Weinberger et al. in their LMNN formulation. Similar to the sets S and D containing

image pairs describing the same person and image pairs describing different persons,

respectively (Equations (4.11) and (4.12)), we define a new set I(i, j) based on the

impostors that invade the perimeter of a target pair (xi, xj) as follows:

I(i, j) = {(xi, xl) | ‖xi − xl‖2
2 < ‖xi − xj‖2

2 + 1} ∪

{(xj, xl) | ‖xj − xl‖2
2 < ‖xi − xj‖2

2 + 1} , (4.63)

i.e., the perimeter is established around both samples of a target pair with an additional

margin of one unit distance. As with the definitions of S and D, image pairs are only

constructed across two specific camera views A and B. Finally, the union of all such

obtained local sets yields the overall impostor set

I =
⋃
ij

I(i, j) . (4.64)

Note that in contrast to the iterative approach proposed by Weinberger et al., in our

formulation, impostors are defined only once at the beginning, i.e., in the original feature

space.
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The goal now is to minimize the distance between similar person images, i.e., those

stored in set S , and push impostors out of the local perimeters at the same time. This

can again be realized via minimizing the objective function defined in Equation (4.54),

however, with a slight modification. In order to incorporate impostors, we replace the

involved matrix CD by

CI =
1
|I|

∑
(xi ,xl)∈I

wil(xi − xl)(xi − xl)
> , (4.65)

resulting in the following new objective function:

z(M) = tr(M(CS − CI )) . (4.66)

Compared to Equation (4.55) defined in the previous section, no balancing parameter

is needed in Equation (4.66) due to the more advanced data sampling via CI , which

allows deriving a closed-form solution. Furthermore, when computing the influence of

impostors in Equation (4.65), we additionally apply a weighting factor

wil = exp
(
−‖xi − xl‖2

‖xi − xj‖2

)
, (4.67)

which takes into account how much an impostor xl invades the perimeter of a target pair

(xi, xj). Thus, impostors that already lie close to the border of the perimeter have less

influence than impostors that lie close to the target neighbors themselves, as illustrated

in Figure 4.4. In this way, we can mimic the behavior of the original LMNN algorithm,

which consecutively updates the impostor set based on the current metric estimation,

however, without using cumbersome, iterative optimization techniques. Instead, we

come up with a closed-form solution.

For that purpose, we impose the same conditions on the solution as in Section 4.3.1,

i.e., ensuring positive semi-definiteness of M = LL> by explicitly solving for a trans-

formation matrix L according to Equation (4.10), and avoiding the trivial solution by

requiring L>L = In to be fulfilled. Again, In denotes the identity matrix of size n× n,

so that the dimension of the resulting feature space can be controlled via the parameter

n. This yields the following constrained optimization problem:
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Figure 4.4: EIML learning dynamics: The distance between matching pairs should be minimized,
while impostors should be pushed out of the local neighborhoods at the same time. In order
to simulate the iterative behavior of the LMNN algorithm, impostors are weighted accordingly:
The closer they lie to the perimeter’s center, the higher is their weight, as indicated by the gray
shading.

min
L

tr(L>(CS − CI )L) (4.68)

s. t. L>L = In . (4.69)

Since the matrix (CS −CI ) is real and symmetric, having eigenvalues λ1 ≤ · · · ≤ λd

and associated orthonormal eigenvectors v1, . . . , vd, the optimal solution is given by

L = [v1 · · · vn] , (4.70)

i.e., the eigenvectors corresponding to the n smallest eigenvalues of (CS − CI ) (see,

e.g., [55]). The related minimum cost equals λ1 + · · ·+ λn. This means that the obtained

solution captures the n most informative directions according to the objective function

defined in Equation (4.66). However, note that a transformation matrix L consisting

of all d eigenvectors would only represent another orthonormal basis of the Euclidean

space, which would rotate the feature space, but preserve the original distances. Thus,

the result can be seen as a dimensionality reduction technique, where we project all

data points onto a lower-dimensional subspace that is adapted to the problem at hand,

i.e., a subspace which minimizes the distance between similar pairs stored in S and



4.4. Metric Learning Framework 71

maximizes the distance between impostor pairs stored in I . Furthermore, in contrast to

other, more complex metric learning algorithms, the derived solution is quite robust to

over-fitting due to the orthogonality constraint.

In summary, our approach exploits local information given by labeled training data

similar to LMNN, i.e., based on matching and impostor pairs, in order to compute a

metric suitable for person re-identification. In contrast to LMNN, though, the proposed

method avoids complex optimization schemes by directly providing a closed-form solu-

tion, making it not only very efficient during evaluation, but also during training. As a

consequence, it can effectively be used in even large-scale networks consisting of dozens

of cameras, which is a big advantage over most other metric learning techniques that

typically suffer from long training times.

4.4 Metric Learning Framework

In this section, we introduce our proposed metric learning framework for person re-

identification consisting of three stages: feature extraction, metric learning, and classi-

fication. The overall system is illustrated in Figure 4.5. After computing the feature

representation for all training samples, a metric between two cameras as defined in

Equation (4.7) or (4.10) is estimated in order to facilitate inter-camera person queries.

Once learned, the metric can be applied very efficiently when calculating the distance

between a probe image and the gallery images stored in a database, which are then

sorted accordingly. The three steps are discussed in more detail in the next sections.

Figure 4.5: Overview of our metric learning framework consisting of three stages: First, color
and texture features are densely sampled from the images. Second, a metric is learned in order
to decrease the distance between similar and increase the distance between dissimilar person
image pairs. Finally, in the classification step, the gallery images are ranked according to their
distance to the probe sample under the learned metric.
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4.4.1 Feature Representation

Color and texture features have proven to be successful for the task of person re-

identification (see, e.g., [28, 79, 18, 31, 70, 64]). We use HSV and Lab color channels

as well as Local Binary Patterns (LBPs) [60] to capture the appearance of a person. The

features are extracted from 16× 8 rectangular patches sampled from the image with a

grid of 8× 4 pixels, i.e., 50% overlap in both directions, as illustrated in Figure 4.6.

Figure 4.6: Dense sampling of features: Different local features (HSV, Lab, and LBP) are extracted
from overlapping regions and then concatenated to a single feature vector. The sampling grid is
laid over the image in white color.

In particular, within each rectangular patch, we calculate the mean values per color

channel, where the value range is discretized to 0 to 40 bins in order to gain some

illumination invariance. Additionally, a histogram of LBP codes is generated from a

gray value representation of the patch. The obtained values are then put together to

form a local feature vector. Finally, the vectors from all regions are concatenated to

generate a single representation for the whole image. Depending on the image size,

the overall feature vector can be quite high-dimensional, so that we run a PCA step to

reduce the dimensionality and remove some noise. In general, this step is not overly

critical. However, in order to avoid over-fitting, the number of principal components

should be roughly adjusted according to the number of given training samples.

As can be seen, our feature representation covers the whole person image, i.e., it is

similar to the holistic feature configurations typically encountered in descriptive person

re-identification approaches. Unlike these methods, though, we employ a rather simple

representation that captures only essential color and texture information and is not

hand-crafted for the given task. Instead of requiring the features themselves to cope
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with all the difficulties arising from inter-camera appearance matching, we shift this

task to the much more powerful concept of metric learning and show that even such a

basic feature setup is sufficient for achieving state-of-the-art or better performance.

4.4.2 Metric Learning

In this step, a Mahalanobis metric is computed from labeled training data in order to

obtain distances that are specifically suited for matching person appearances between

the two involved camera views. Since all metric learning methods presented in this

thesis are based on this principle, they can be simply plugged in at this stage with

only little effort. Depending on the particular kind of optimization algorithm, either

a transformation matrix L is calculated, which allows projecting all data points into

a new feature space and measuring Euclidean distances there (Equation (4.10)), or a

metric matrix M is obtained, which parametrizes the distance calculation during testing

(Equation (4.7)). Thus, in both cases, applying the metric in the evaluation stage is very

efficient, requiring only a matrix multiplication besides the actual cost for generating

the gallery ranking.

4.4.3 Classification

In the classification step, the goal is to recognize a certain person across two different,

non-overlapping camera views. In particular, a query person, i.e., a probe image, se-

lected in the first camera view should be found in the second view containing gallery

images. In other words, we want to classify each gallery image as either showing the

same person as the probe image or not. However, as person re-identification is an ex-

tremely challenging task, such an evaluation procedure would be too restrictive in most

practical scenarios. Thus, the hard classification scheme is usually replaced by a soft one,

where the gallery images are ranked based on their feature distance to the probe sample

under the learned metric. Images having a small distance are considered to be possible

matches and appear in the front of the ranking, that part which is then presented to a

human operator for further examination.

4.5 Discussion

In general, metric learning has shown great potential in many different fields of com-

puter vision, e.g., stereo matching [85], face identification [32, 49], and clustering [84, 15].



74 Chapter 4. Metric Learning for Person Re-Identification

In the specific case of person re-identification, it provides a very elegant tool for merg-

ing the descriptive and discriminative strategy typically encountered in this field of

research. Based on a descriptive feature setup designed to capture the appearance of a

person, the goal is to learn a metric that reflects the visual camera-to-camera transition.

As the learned metric inherently emphasizes or attenuates directions in the feature space

depending on their capability to discriminate between matching and non-matching per-

son pairs, it can also be seen as a discriminative feature selector.

Another advantage of metric learning approaches is their efficiency during evalua-

tion, since additionally to the feature extraction and the matching, only linear projections

have to be computed. However, since usually one metric has to be learned between each

pair of cameras in a network, the training time is very important too. Unfortunately,

most of the existing metric learners are not particularly targeted at the task of person

re-identification and build on computationally complex optimization schemes, which

severely limits their practical applicability. In contrast, our more efficient algorithms

introduced in this chapter require only a fraction of the training time of established

methods such as LDML, ITML, LMNN (and LMNN-R), PRDC, and PCCA. Moreover,

by avoiding over-sophisticated optimization techniques, we also reduce the risk of over-

fitting the training data, resulting in better generalization ability. This is especially

important considering the somewhat ill-posed nature of the task at hand.

Finally, in order to verify our strategy, we show results on various benchmark

datasets, where we achieve state-of-the-art or better performance at much lower

computational costs compared to other person re-identification approaches. Detailed

results are presented in the next chapter, where a thorough evaluation of all methods is

given, including those of Chapter 3.
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5.1 Overview

In this chapter, we evaluate and compare the person re-identification approaches pre-

sented in this thesis. In particular, we show results on five publicly available and widely

used benchmark datasets, each focusing on different aspects of the problem at hand, i.e.,

recognizing person appearances across disjoint camera views. For analysis, we follow

the common procedure of searching different probe samples in a set of gallery images,

each time recording the ranking performance of a method. This evaluation procedure

is perfectly suited to measure the practical applicability of an approach: The lower the

rank of the correct match is on average, the less potential candidates have to be pre-

sented to a human operator in a real world system, thus, decreasing search effort and

time. Moreover, besides the pure recognition scores, we also compare the runtimes of

the individual methods, as this is an important issue as well. Especially in large-scale

camera networks, computation time plays a crucial role and can be the deciding factor

whether or not to use a certain system.

75
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The remainder of this chapter is structured as follows. First, in Section 5.2, we

introduce the performance measure typically used to analyze the matching capability of

person re-identification methods. After that, in Section 5.3, we describe the employed

datasets and their individual characteristics. Finally, in Section 5.4, the obtained results

are presented and discussed. In particular, we examine our combined descriptive and

discriminative person re-identification system introduced in Chapter 3 as well as the

metric learning approaches from Chapter 4.

5.2 Evaluation Measure

In order to evaluate the recognition performance of person re-identification systems,

Cumulative Matching Characteristic (CMC) curves are commonly used (see, e.g., [79,

30, 31, 52, 70]). They provide a summary of the ranking behavior obtained from several

person queries carried out during the test phase. Specifically, a CMC curve represents

the expectation of the true gallery match being found within the first r ranks, i.e., the

matching rate versus the number of ranks shown to a user. An exemplary CMC curve

is shown in Figure 5.1.

To generate such a curve, we start with a flat line where all values are zero. Then,

after each test query, the rank of the matching gallery image rmatch is reported, and all

curve values corresponding to a rank greater than or equal to rmatch are increased by

one. Finally, the thus obtained curve is normalized by the number of performed test

queries, yielding a matching rate in percentage terms. From this description, it is clear

that a CMC curve is always monotonically increasing, and that the maximum matching

rate of 100% is reached at least for the last rank, if the number of considered ranks

equals the size of the gallery set.

As a CMC curve indicates the average matching rate for any desired number of

ranks, it is perfectly suited to evaluate and compare person re-identification systems.

The higher the matching rate is for lower rank numbers, the better is the overall perfor-

mance. In the ideal case, a system would achieve a matching rate of 100% already for the

first rank, meaning that no ranking of potential matches would have to be generated,

since the system would actually be capable of re-detecting a person within a camera

network. However, such a high level of performance can hardly be achieved under re-

alistic conditions given the challenges that come along with the re-identification task.

Thus, the ranking-based evaluation strategy is much more practical. For example, if a

certain mean matching rate is required, the information about how many ranks have to
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Figure 5.1: Exemplary CMC curve: In the above example, the considered system achieves a rank
one matching rate of about 38%. Thus, if just the best match is shown to the human operator, the
correct person is only found in 38% of the cases. However, if the system is extended to present
the top 20 ranks to the user, the correct match is among them in 99% of the cases.

be examined by a human operator, i.e., how much effort and time have to be spent, can

easily be read from a CMC curve.

5.3 Datasets

In the following, we give an overview of the datasets used in our evaluation and explain

the corresponding setups. In particular, we run experiments on VIPeR [30], the de facto

standard benchmark dataset for single-shot methods, PRID 2011 [35], which provides

a single-shot and a multi-shot setup, PRID 450S [67], which is single-shot only but

additionally provides part-level segmentations, ETHZ [70], a commonly used but not

really task-specific dataset, and finally CAVIAR4REID [11], a multi-shot dataset. The

selected datasets are publicly available and widely used for benchmarking person re-

identification methods, making them the perfect choice for this study.

Note that also other datasets have been proposed for evaluating person

re-identification approaches. However, most of them are either not very realistic or

kept under restricted access, thus, limiting their benefit. For example, some authors
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test their methods on person patches cropped from the i-LIDS dataset [76], which is not

publicly available. Moreover, there exist different versions of the thus obtained subsets,

so that it is difficult to give fair comparisons.

5.3.1 VIPeR

The VIPeR dataset [30] contains 632 person image pairs taken from two different cam-

era views, i.e., it provides a single-shot setup. Each image has a size of 48× 128 pixels.

Changes in viewpoint, illumination, and pose are the most prominent sources of appear-

ance variation between the two instances of a person, as can be seen from the examples

presented in Figure 5.2. These challenges make person re-identification very difficult on

this dataset.

Figure 5.2: Examples from the VIPeR dataset: Most of the image pairs contain a viewpoint
change of about 90 degrees as well as significant changes in illumination and pose. Upper and
lower row correspond to appearances of the same person in different camera views.

For evaluation, we follow the procedure described in [31]. The set of 632 image

pairs is randomly split into two sets of 316 image pairs each, one for training and one

for testing. In the test case, the two images of an image pair are randomly assigned to

the probe and the gallery set. A single image from the probe set is then selected and

compared to all images from the gallery set. This process is repeated for every image in

the probe set in order to generate a CMC curve. Finally, the whole evaluation procedure

is carried out multiple times, and the average result is reported.
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5.3.2 PRID 2011

The PRID 2011 dataset [35] consists of person images recorded from two different static

surveillance cameras. Since these images have been extracted from trajectories, addi-

tionally to the single-shot case, also a multi-shot scenario providing roughly 50 to 100

images per person and camera view is available. The raw person images are typically

100 to 200 pixels tall, depending on their location within the overall scene image that

has a resolution of 720× 576 pixels. However, for maximum usability, they have been

re-scaled to a uniform size of 64× 128 pixels. Characteristic challenges on this dataset

are viewpoint and pose changes as well as significant differences in illumination, back-

ground, and camera characteristics. Some exemplary images are depicted in Figure 5.3.

Figure 5.3: Examples from the PRID 2011 dataset: The images depict the multi-shot case, i.e.,
they show a subset of the trajectory images of three persons. Upper and lower row correspond
to appearances of the same person in different camera views.

Camera view A contains 385 persons, camera view B contains 749 persons, with

200 of them appearing in both views. Hence, there are 200 person image pairs in the

dataset. These image pairs are randomly split into a training and a test set of equal size.

For evaluation on the test set, we follow the procedure described in [35], i.e., camera A

is used for the probe set and camera B is used for the gallery set. Thus, each of the 100

persons in the probe set is searched in a gallery set of 649 persons (all images of camera

view B except the 100 training samples). Again, the whole procedure is repeated several

times and the result is reported in form of an average CMC curve.
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5.3.3 PRID 450S

The PRID 450S dataset [67] builds on PRID 2011 and, as a consequence, shows similar

characteristics. However, it is arranged according to the VIPeR dataset by image pairs

and contains more linked samples than PRID 2011. In particular, the dataset contains

450 single-shot image pairs depicting walking humans captured by two spatially disjoint

cameras. In addition, for each image, a part-level segmentation is provided containing

the following regions: head, torso, legs, carried object at torso level (if any), and carried

object below torso (if any). The union of all these parts yields a foreground segmen-

tation of the whole person. Exemplary images and corresponding segmentations are

illustrated in Figure 5.4.

Figure 5.4: Examples from the PRID 450S dataset: Person images and part-level segmentations
are shown next to each other. Upper and lower row correspond to appearances of the same
person in different camera views.

The evaluation protocol for this dataset follows that used for VIPeR, i.e., the set

of image pairs is randomly split into a training and a test set of equal size. Hence,

to compute a CMC curve, 225 probe images are searched in a gallery containing also

225 samples. Since the camera setup is very similar to PRID 2011, we apply the same

strategy when forming the probe and the gallery set, i.e., the probe images are taken

from camera view A and the gallery images are taken from view B. Finally, as for the

other datasets, the result is averaged over different training and test set splits.

5.3.4 ETHZ

The ETHZ dataset, originally proposed for pedestrian detection [17] and later modified

for benchmarking person re-identification methods [70], consists of person images ex-
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tracted from three video sequences of urban scenes captured by a moving camera. Thus,

it provides multiple images per person, i.e., a multi-shot setup, which is structured as

follows: SEQ. #1 contains 83 persons (4,857 images), SEQ. #2 contains 35 persons (1,961

images), and SEQ. #3 contains 28 persons (1,762 images). All images have been re-sized

to 32× 64 pixels. The most challenging aspects of the ETHZ dataset are illumination

changes, occlusions, and a very low image resolution. However, since the person images

stem from a single moving camera, the dataset does not provide a realistic scenario for

person re-identification with multiple disjoint cameras, different viewpoints, different

camera characteristics, etc. Figure 5.5 shows some exemplary images.

Figure 5.5: Examples from the ETHZ dataset: The left column shows images of two persons
from SEQ. #1, the middle column corresponds to SEQ. #2, and the right column corresponds to
SEQ. #3.

Despite this limitation, it is commonly used for evaluating person re-identification

approaches, so we also perform tests on this dataset. Similar to [70] and [18], we use

a single-shot evaluation strategy, i.e., we randomly sample two images per person to

build a training pair, and another two images to build a test pair. The images of the test

pairs are then assigned to the probe and the gallery set. In order to compute an average

CMC curve, the experiment is repeated multiple times.

5.3.5 CAVIAR4REID

The CAVIAR4REID dataset [11] contains images of 72 individuals captured by two dif-

ferent cameras in a shopping center, where the original images have been re-sized to

64× 128 pixels. 50 of them appear in both camera views, the remaining 22 only in one

view. Since we are interested in person re-identification in different cameras, we only
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use individuals appearing in both views in our experiments. Each person is represented

by 10 instances per camera view, yielding a multi-shot scenario. Typical challenges on

this dataset are viewpoint and pose changes, different illumination conditions, different

camera characteristics, occlusions, and a low image resolution. The resulting appearance

variations can be seen very well from the examples depicted in Figure 5.6.

Figure 5.6: Examples from the CAVIAR4REID dataset: Especially the differences in lighting,
camera characteristics, and the low resolution make person re-identification very challenging on
this dataset. Upper and lower row correspond to appearances of the same person in different
camera views.

To compare different methods, we use a multi-shot evaluation strategy similar to [4].

The set of 50 persons is randomly split into a training set of 42 persons and a test set

of 8 persons. Since every individual is represented by 10 images per camera view, we

can generate 100 different image pairs between the views of two individuals. During

training, we use all possible combinations of positive pairs showing the same person

and negative pairs showing different persons. When comparing two individuals in the

evaluation stage, we again use all possible combinations in order to calculate the mean

distance between the two persons. As for the other datasets, the final result is computed

by averaging over different training and test set splits.

5.4 Results

In this section, we present the results and discuss the insights obtained after performing

experiments on the datasets described in Section 5.3. Specifically, first, in Section 5.4.1,

our combined descriptive and discriminative person re-identification system introduced

in Chapter 3 is evaluated on two datasets, one representing the single-shot and the
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other representing the multi-shot case. The second part, Section 5.4.2, is then devoted

to the analysis of the metric learning methods presented in Chapter 4. Using our metric

learning framework, we are able to run all approaches under equal conditions, i.e.,

applying the same training and test set splits, the same features, etc.

5.4.1 Combined Descriptive and Discriminative System

Even though our combined system is targeted at multi-shot scenarios, we first run a

single-shot experiment on the VIPeR dataset in order to give an estimate of the perfor-

mance under such conditions. For the second case, i.e., the multi-shot experiment, we

use PRID 2011, since this dataset provides a very realistic setup containing whole person

trajectories.

Note that in this section, we just present results achieved with our system. For a

comparison to other methods that also tackle the person re-identification problem, we

refer the reader to Section 5.4.2.

5.4.1.1 Single-Shot Evaluation

As described in Section 5.3.1, the evaluation protocol for VIPeR involves splitting the

data into a training and test set of equal size. Thus, despite the fact that our system

does not require a dedicated training set, so that we could use all samples for testing,

we evaluate it only on a subset of 316 randomly selected image pairs. This allows a fair

comparison to other methods that also follow the common protocol.

Moreover, since the involved discriminative model is based on automatically gath-

ered positive and negative training data, where positive instances are usually obtained

from multi-shot person trajectories, an alternative sampling strategy is needed in the

single-shot case. Hence, we generate virtual samples by applying geometric transfor-

mations and displacements to the single positive sample that is available. However, it is

clear that this strategy can only mimic a true multi-shot configuration, but not provide

the same rich information. Further details about the sampling of training instances for

the discriminative model can be found in Section 3.2.

Figure 5.7 and Table 5.1 show the performance of the proposed system averaged over

five runs on randomly selected subsets of the VIPeR dataset. In particular, three results

are presented: one for the descriptive model, one for the discriminative model, and one

simulating the combined system by picking that model for each query that returns the

better result, i.e., the lower matching rank. As can be seen, both models show similar
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performance, with a negligible advantage for the discriminative one. This quite small

gap is not really surprising, though, as the power of the discriminative model comes

from its ability to extract distinct features given diverse samples of the same individual,

i.e., a multi-shot setup. However, more important than the performance of the individual

models is the outcome of their combination. While the absolute numbers are not directly

comparable to other methods, since we only simulate the system behavior by always

choosing the better model, the key insight here is that both models capture different

aspects of the appearance of a person, and that their combination can lead to superior

performance compared to using just one of them. Thus, integrating both models into a

single system is beneficial for the task of person re-identification, especially if they are

arranged in an application-focused way as in our setup. As described in Section 3.1,

we first run the fast, descriptive person model in order to quickly compute an initial

ranking of the gallery images, and only if necessary, the computationally more complex,

discriminative model is initiated.
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Figure 5.7: Average CMC curves of our system on VIPeR: Although both models show similar
matching rates, their combination achieves superior performance compared to using just one of
them.

Finally, we also give a performance comparison of different feature types that can

be applied in the discriminative stage. While the focus of the descriptive model lies on
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Method r = 1 10 20 50 100
Combination 19 50 63 79 90

Discriminative Model 11 35 48 67 81
Descriptive Model 13 37 48 63 78

Table 5.1: Average matching rates (%) for different ranks r on VIPeR.

features that can be computed efficiently in order to quickly generate a first ranking of

the gallery, in the discriminative step, diverse feature types can be applied. As already

mentioned, many different kinds of features have been proposed for the application

with boosting for feature selection (see, e.g., [51, 71, 50, 40, 61]). For our specific task, we

propose using Haar-like features and color-based covariance descriptors. In the follow-

ing, we illustrate that exactly these features are best suited for person re-identification

by evaluating different feature types on a subset of image pairs of the VIPeR dataset. In

particular, we examine horizontally divided Haar-like features, Histograms of Oriented

Gradients (HOGs) [14], Local Binary Patterns (LBPs) [60], covariance features using RGB

channels (sigma points), as well as their combinations. The obtained results are depicted

in form of CMC curves in Figure 5.8. It can clearly be seen that color, captured by co-

variance features, is the strongest cue, followed by Haar-like features, which particularly

capture intensity changes between the upper and lower body of a person. HOGs and

LBPs, on the other hand, perform rather poorly, since they concentrate on finer struc-

tures which can easily lead to over-fitting the learned model to the training data. In

fact, the best performance is achieved using a combination of Haar-like and covariance

features.

5.4.1.2 Multi-Shot Evaluation

In this section, we present the results obtained with our system in a multi-shot con-

figuration, which is its intended use case. Specifically, we perform experiments on the

multi-shot version of PRID 2011, which has been captured under realistic conditions.

On this dataset, positive samples for learning the discriminative model can easily be

extracted from the trajectory of the searched person. However, in order to get some ad-

ditional variation into the positive training set, we also generate a few virtual samples,

as for the single-shot case. Concerning the features applied in the discriminative step,

we use the same setup as for the VIPeR dataset.
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Figure 5.8: Comparison of different feature types for the discriminative model on a subset of
VIPeR: As can be seen, a combination of Haar-like and covariance features yields the best result.

Method r = 1 10 20 50 100
Combination 19 52 67 85 94

Discriminative Model 17 41 53 71 85
Descriptive Model 4 24 37 56 70

Table 5.2: Average matching rates (%) for different ranks r on PRID 2011.

Figure 5.9 and Table 5.2 show the average results of our approach on this dataset

after three runs. As shown by the curves, in contrast to the VIPeR image pairs, the

discriminatively learned model clearly outperforms the descriptive model here. This

can be explained by the increased variability that is captured if positive training samples

are extracted from whole trajectories. Additionally, the risk of over-fitting the training

data is reduced. Finally, like on the VIPeR dataset, taking into account both models, i.e.,

descriptive and discriminative information, leads to superior performance.

5.4.2 Metric Learning

For the evaluation of the various metric learning approaches presented in Chapter 4,

we apply the framework introduced in Section 4.4. Specifically, we examine Logis-
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Figure 5.9: Average CMC curves of our system on PRID 2011: On this dataset, the discriminative
model clearly outperforms the descriptive one. Nevertheless, combining both models increases
the performance even further.

tic Discriminant Metric Learning (LDML) [32], Information-Theoretic Metric Learning

(ITML) [15], Large Margin Nearest Neighbor (LMNN) [80, 81], Large Margin Near-

est Neighbor with Rejection (LMNN-R) [16], Probabilistic Relative Distance Compar-

ison (PRDC) [87], Pairwise Constrained Component Analysis (PCCA) [58], Efficient

Impostor-Based Metric Learning (EIML), the balanced trace difference as described in

Section 4.3.1, as well as the standard Mahalanobis distance and the simple baseline given

by Linear Discriminant Analysis (LDA) [21]. Note that for the standard Mahalanobis

distance, only the generative structure of the matching person pairs is considered, i.e.,

the metric matrix M is computed by inverting CS defined in Equation (4.22).

In order to give a fair comparison, we run all approaches under equal conditions,

i.e., applying the same training and test set splits, the same features, etc. Moreover,

since we are not interested in manually tuning the feature representation for each of

the datasets, we use mostly the same setup, i.e., that presented in Section 4.4.1. The

only main difference between the individual feature setups is the number of principal

components used in the dimensionality reduction step, which has to be adapted to

the number of training samples in order to avoid over-fitting. However, there are two
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exceptions, PRID 2011 and PRID 450S, where we obtain better results by skipping the

texture description, i.e., LBP codes, and thus, only use the color features.

5.4.2.1 VIPeR

We start with the results obtained on VIPeR, which can be considered the de facto

standard benchmark dataset for single-shot person re-identification scenarios. As it is

the most widely used benchmark in this field of research, we provide a more thorough

evaluation on this dataset by including another common feature setup [87] besides our

own. Furthermore, we show that our metrics can also be learned specifically for each

query sample due to their efficiency, resulting in better matching performance.

First, the CMC curves of the different metric learning approaches utilizing our fea-

ture setup as presented in Section 4.4.1, computed with the PCA dimensionality set to 80

and averaged over 10 runs, are shown in Figure 5.10. It can be seen that except for LDA,

which does not have enough discriminative power, and LDML and PRDC, which are not

designed to operate on such a simple feature representation, all approaches significantly

outperform the Euclidean distance.
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Figure 5.10: Average CMC curves of different metric learning approaches on VIPeR.
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Method r = 1 10 20 50 100 ttrain

EIML 23 63 78 92 98 0.3 sec
Bal. Trace Diff. 22 63 77 91 98 0.9 sec

LMNN 19 60 76 92 98 2 min
LMNN-R 14 51 67 87 96 45 min

ITML 15 56 73 92 98 25 sec
LDML 6 22 33 53 70 0.8 sec
PRDC 5 23 33 50 71 2 min

Mahalanobis 16 55 72 90 96 0.001 sec
LDA 6 27 39 62 80 0.1 sec

Euclidean 6 24 34 55 73 –
ELF 12 43 60 81 93 5 hours

SDALF 20 50 65 85 – –
ERSVM 13 50 67 85 94 13 min

CPS 22 57 71 87 – –
PCCA 19 65 80 – – –

Table 5.3: Average matching rates (%) for different ranks r and, if available, average training
times per trial on VIPeR: The results for the state-of-the-art methods in the lower part of the
table stem from the respective papers.

Additionally, in Table 5.3, we compare the metric learning results to state-of-the-

art methods that are particularly targeted at person re-identification, i.e., ELF [31],

SDALF [18], ERSVM [64], CPS [11], and PCCA [58]. Since for many methods timings are

available, we also analyze the computation time of the metric learning approaches using

a Matlab implementation on a 2.83 GHz quad core CPU. The results clearly show that

metric learning is able to boost the performance of the originally quite simple represen-

tation, yielding competitive results. That such a performance can also be achieved very

efficiently is demonstrated by our own approaches, namely the balanced trace differ-

ence method and EIML, which outperform the other methods on this dataset, however,

at dramatically reduced computational complexity.

Next, we present results computed with another feature representation consisting of

a mixture of color (RGB, HSV and YCbCr) and texture (Gabor [22] and Schmid [69])

histograms extracted from six horizontal stripe regions, a setup that is commonly used

in person re-identification approaches (see, e.g., [31, 64, 87]). First, the results obtained

after reducing the feature dimensionality to 80 via PCA are depicted in Figure 5.11a.

While most metric learning approaches show a similar performance as with our feature

setup, LDML is able to significantly improve its matching rates, being on par with the

other methods now. Thus, LDML can clearly benefit from the more complex feature
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Method
d = 80 d = 2784

r = 1 10 20 50 100 r = 1 10 20 50 100
EIML 15 56 73 91 98 18 57 73 91 99

Bal. Trace Diff. 15 55 72 91 98 23 59 76 92 97
LMNN 17 58 74 91 98 15 46 58 74 87

LMNN-R 13 49 67 88 97 21 58 73 89 98
ITML 9 43 64 88 97 9 43 61 85 97
LDML 16 56 72 89 97 19 60 74 91 98
PRDC 3 17 26 48 71 11 46 64 81 95

Mahalanobis 11 48 68 88 95 13 43 59 74 86
LDA 5 18 27 48 68 4 18 25 41 58

Euclidean 4 16 23 41 61 5 19 25 43 61

Table 5.4: Average matching rates (%) for different ranks r on VIPeR using the feature setup
of Zheng et al. [87]: The left column shows the results obtained after reducing the feature
dimensionality d to 80 via PCA, the right column shows the results obtained employing the
original features (one run only).

representation, in contrast to PRDC, which still performs below average. To further in-

vestigate this behavior, we run an additional experiment on this feature setup, however,

without the PCA pre-processing step, i.e., using all 2784 feature dimensions. Due to the

long training times of some of the methods under these settings, just one run, i.e., one

training and test set split, is carried out. As can be seen in Figure 5.11b, most of the

metric learners achieve good matching rates also with such high dimensional features,

at the cost of significantly increased runtime, though. Only LMNN and the standard

Mahalanobis distance fall slightly back because of over-fitting. Under this setup, even

PRDC performs well, which indicates that this method requires high dimensional in-

put data in order to compute the optimal projection vectors in the feature space. The

obtained results are also summarized in Table 5.4.

Finally, we present one more evaluation on VIPeR, showing that efficient metric

learning algorithms can further improve the matching rates if they are applied appropri-

ately. In particular, in this experiment, we compute a metric specifically for the chosen

query sample, i.e., the searched person. In the first step, a global metric is estimated

from the available training data just like in the other experiments. However, the thus

obtained metric is not directly used to match the query person with the gallery. In-

stead, it is used to rank the training persons according to their similarity to the query,

allowing us to weight them correspondingly, i.e., give higher weights to similar training

samples. Then, in the second step, we re-compute the metric based on the weighted
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Figure 5.11: Average CMC curves of different metric learning approaches on VIPeR using the
feature setup of Zheng et al. [87]: (a) with an additional PCA step to reduce the feature dimen-
sionality to 80 and (b) without pre-processing, i.e., using all 2784 dimensions (one run only).
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training set, yielding a metric that is specifically tuned for the selected query person.

The performance gain of this procedure can be seen in Figure 5.12, where we use EIML

and compare the standard approach to the query-specific version. Concerning the fea-

tures, we again apply our representation as described in Section 4.4.1 with the PCA

dimensionality set to 80. In order to average the results, 10 runs are carried out. As a

concluding remark, note that efficiency is crucial in this scenario, since the metric has

to be re-calculated for every single query person. Hence, methods that rely on com-

putationally complex optimization schemes are only of limited practical use in such a

setup.
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Figure 5.12: Average CMC curves of EIML and its query-specific version (EIMLqs) on VIPeR.

5.4.2.2 PRID 2011

PRID 2011 represents a very realistic, challenging scenario, where the images stem from

two non-overlapping cameras. To compare the different metric learning approaches, we

use the single-shot version, as most of the selected metric learners are targeted at such

a setup. Compared to VIPeR, the number of training samples is quite limited and the

gallery is much bigger, so that we use a reduced PCA dimensionality of 40 in order to

avoid over-fitting.
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Again, after performing 10 runs, it can be seen from the average CMC curves in

Figure 5.13 and the average matching rates in Table 5.5 that all methods except for LDA,

LDML, and PRDC show a significant gain in performance compared to the Euclidean

distance. As already mentioned, LDML is not suited for our simple feature setup, and

PRDC requires higher dimensional input data to work properly. Interestingly, even the

standard Mahalanobis distance yields competitive results, which means that most of the

valuable information is contained in the structure of the matching pairs. The only small

influence of the non-matching pairs is most likely caused by the considerable amount

of rather dark clothed, i.e., visually similar, persons in the dataset, making it difficult to

find discriminating features.
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Figure 5.13: Average CMC curves of different metric learning approaches on PRID 2011.

5.4.2.3 PRID 450S

As the PRID 450S dataset builds on PRID 2011, it has similar characteristics, however,

provides much more linked samples. In addition, it also contains detailed person masks,

which allow us to analyze the effect of applying an exact foreground/background seg-

mentation. Note that in our experiments, we only use the whole person mask, i.e., no

part-level information. Since the training set of PRID 450S is considerably larger than
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Method r = 1 10 20 50 100
EIML 16 39 51 68 81

Bal. Trace Diff. 14 41 51 69 82
LMNN 10 30 42 59 73

LMNN-R 9 32 43 60 76
ITML 12 35 47 64 77
LDML 3 8 13 22 37
PRDC 0 1 1 4 8

Mahalanobis 16 41 51 64 76
LDA 4 14 21 35 48

Euclidean 3 10 14 28 45

Table 5.5: Average matching rates (%) for different ranks r on PRID 2011.

Method
Without Masks Using FG/BG Masks

r = 1 10 20 50 100 r = 1 10 20 50 100
EIML 28 61 72 86 95 32 67 78 90 98

Bal. Trace Diff. 29 63 72 85 95 32 67 76 89 97
LMNN 21 54 65 81 93 27 63 74 87 95

LMNN-R 19 54 65 82 94 19 53 66 83 94
ITML 21 56 68 84 94 26 59 71 87 96
LDML 4 16 23 39 55 11 30 39 55 74
PRDC 0 1 3 11 33 6 28 40 63 84

Mahalanobis 29 58 67 81 92 31 59 69 83 94
LDA 19 39 48 63 81 21 44 53 67 85

Euclidean 5 15 22 40 54 14 33 42 56 74

Table 5.6: Average matching rates (%) for different ranks r on PRID 450S.

that of PRID 2011, we also increase the PCA dimensionality, setting it to 60 for this

dataset. In order to average the results, we again perform 10 runs.

The CMC curves obtained with and without the given masks are shown in Fig-

ure 5.14. Once more, it can be seen that LDML and PRDC have difficulties with our

simple feature representation, and that applying LDA has only little influence on the

ranking results. In contrast, all other approaches achieve significant improvements over

the Euclidean distance. Furthermore, it can be recognized that using the foreground

masks is beneficial for all approaches, increasing the performance by up to 5%. This can

also be seen from the matching rates presented in Table 5.6.
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Figure 5.14: Average CMC curves of different metric learning approaches on PRID 450S: (a)
without masks and (b) using foreground/background masks.
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Method SEQ. #1 SEQ. #2 SEQ. #3
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7

EIML 73 81 84 86 88 89 90 67 76 81 84 86 88 90 86 92 95 96 97 98 98
Bal. Trace Diff. 74 82 85 87 88 90 91 67 77 81 84 86 88 90 86 93 95 97 98 98 98

LMNN 45 56 62 66 69 72 74 40 52 59 64 68 71 74 41 55 64 70 75 78 81
LMNN-R 43 55 61 66 70 72 74 45 59 65 70 75 79 81 52 67 75 81 85 88 90

ITML 71 79 82 85 87 88 89 69 78 82 85 87 89 90 88 94 96 97 98 98 98
LDML 62 70 74 77 79 81 82 58 66 72 76 79 81 83 77 86 90 92 94 95 96
PRDC 61 69 73 76 78 80 81 62 71 76 79 81 83 85 83 90 93 94 95 96 97

Mahalanobis 75 82 85 87 88 90 90 67 76 81 84 86 88 89 83 89 92 94 95 97 97
LDA 74 80 83 85 86 87 88 69 77 82 85 87 89 90 89 94 96 97 97 98 98

Euclidean 68 75 79 81 82 83 84 66 74 78 81 84 86 88 86 92 94 96 97 97 98

Table 5.7: Average matching rates (%) for the first 7 ranks on ETHZ.

5.4.2.4 ETHZ

ETHZ is widely used for benchmarking person re-identification approaches, although

it contains person trajectories captured from a single moving camera only. As a result,

the individual images of a person are very similar, and metric learning has only little

influence, as indicated by the CMC curves in Figure 5.15 and matching rates in Table 5.7

(averaged over 100 runs with the following PCA dimensionalities: 40 for SEQ. #1, 20 for

SEQ. #2 and SEQ. #3).

Nevertheless, the matching rates for SEQ. #1, where metric learning has the largest

impact, reveal that a performance gain of more than 5% can be obtained over all ranks

compared to the Euclidean distance. The other two sequences, however, are not chal-

lenging enough, so that no significant improvement over the Euclidean distance can be

achieved. The lower overall performance of the LMNN-based methods can be explained

by the limited number of training samples, causing the computed models to over-fit the

training data. Finally, LDML and PRDC are again not able to outperform the Euclidean

distance, a consequence of our rather basic feature representation.

5.4.2.5 CAVIAR4REID

In this section, we show results on CAVIAR4REID [11], i.e., a multi-shot dataset, aver-

aged over 100 runs with the PCA dimensionality set to 100. CMC curves and matching

rates are shown in Figure 5.16 and Table 5.8, respectively. All approaches except for

LDML show a significant improvement over the Euclidean distance. In Table 5.8, we ad-

ditionally give a comparison to ICT [4], which uses the same experimental setup. Note

that we exclude CPS proposed by Cheng et al. [11] and PRDC from our tests. CPS, al-
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Figure 5.15: Average CMC curves of different metric learning approaches on ETHZ: (a) SEQ. #1,
(b) SEQ. #2, and (c) SEQ. #3.

though evaluated on CAVIAR4REID, applies a completely different evaluation protocol,

making a fair comparison difficult. And PRDC, on the other hand, is not able to handle

the multi-shot configuration properly.

5.4.2.6 Qualitative Results

In order to also provide some qualitative results, in this section, we visualize some sam-

ple queries carried out on VIPeR. Specifically, Figure 5.17 depicts gallery rankings com-

puted using three different methods: our own metric learning approaches, i.e., EIML

and the balanced trace difference described in Section 4.3.1, as well as the Euclidean dis-

tance. The rankings clearly show what has already been indicated by the quantitative
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Figure 5.16: Average CMC curves of different metric learning approaches on CAVIAR4REID.

Method r = 1 2 3 4 5 6 7 8
EIML 64 83 90 94 97 98 99 100

Bal. Trace Diff. 58 79 88 93 97 98 99 100
LMNN 67 85 92 95 96 98 98 100
ITML 53 76 87 93 96 98 100 100
LDML 26 44 60 73 83 90 95 100

Mahalanobis 54 77 89 95 97 99 100 100
LDA 36 58 73 84 91 95 99 100

Euclidean 27 46 63 76 85 91 96 100
ICT 62 81 95 97 97 100 100 100

Table 5.8: Average matching rates (%) for different ranks r on CAVIAR4REID: The results for
ICT stem from [4].

results presented in the previous sections: Metric learning is very beneficial for the task

of person re-identification and can significantly improve search results compared to just

using a standard distance measure.
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(a)

Figure 5.17: Qualitative results on VIPeR: The rankings are obtained using (a) the Euclidean
distance, (b) the balanced trace difference, and (c) EIML. Each row corresponds to one person
search. The first two columns show the query person pair, i.e., query sample and correct gallery
match. The third column depicts the rank given to the correct match, followed by the first 25
positions of the ranking, with the matching person being highlighted if present. Additionally,
the ranking performance is indicated by color (green: top 5, orange: top 15, and red: above 15).
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(b)

Figure 5.17 (Cont.)
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(c)

Figure 5.17 (Cont.)





6
Conclusion and Outlook

In this thesis, we presented different strategies to tackle the task of person

re-identification, i.e., recognizing an individual in different locations across a network

of non-overlapping cameras. Specifically, we focused on the most general setting, i.e.,

without easing the problem by spatio-temporal reasoning based on the scene layout.

Hence, we just dealt with the appearance of a person, more precisely the appearance

of the clothing, as this is the only reasonable cue that can be exploited. To match

persons captured by distributed cameras, different methods have been proposed in

literature, which can be roughly categorized into either implementing a descriptive or

a discriminative strategy. Approaches following the first one usually try to extract

(hand-crafted) features that should be both, distinctive and stable under changing

viewing conditions. In contrast, those following the latter typically try to learn a

discriminative model, i.e., find a representation that is well suited to distinguish a

specific person from the remaining people.

As these different strategies capture a large extent of complementary information, in

Chapter 3, we proposed to combine both in an interactive system, where we first run a

fast, descriptive method and then, if necessary, refine the result by applying a discrimi-

natively learned model. In this way, we are able to benefit from the lower runtime of the

descriptive stage, which means that we can provide an initial search result very quickly,

as well as the typically higher performance of the discriminative stage, which is required

for harder cases. In Chapter 5, we demonstrated the advantage of having two models

with such diverse characteristics unified in one system. As indicated by the correspond-

ing CMC curves, they capture different aspects of a person (holistic appearance versus

local details), and there is a clear tendency that one model can improve the performance
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in case the other one fails. Furthermore, our system also provides an iterative mode,

where the discriminative model can be steered towards the correct match using person

samples labeled by the operator. However, empirically, we figured out that untrained

users rather tend to distort the model, which can be explained by the discrepancy be-

tween the human understanding of similarity and that of machine learning algorithms.

Thus, investigating more robust algorithms for incorporating user feedback would be a

promising starting point for future work.

Next, in Chapter 4, we presented another possibility to jointly apply descriptive and

discriminative techniques: metric learning, which provides a very elegant and efficient

tool for merging these two strategies. Specifically, starting from a descriptive feature

representation, the idea is to transform the thus obtained feature space such that it

emphasizes discriminative directions, i.e., those directions that are best suited to distin-

guish matching persons from non-matching ones. As shown in Chapter 5, even though

some of the approaches are affected by over-fitting to some extent, we can conclude

that metric learning can significantly boost the re-identification performance. However,

since this is a relatively new direction in the field of person re-identification, only few

metric learning approaches have been developed so far, and existing methods often suf-

fer from high runtimes and memory requirements. As part of this thesis, we addressed

this shortcoming and showed that also very efficient algorithms can be derived, which

achieve state-of-the-art or even better performance, however, at much lower computa-

tional costs. This is particularly notable, as we only build on very basic color and tex-

ture features. Thus, depending on the available time budget in a real world application,

a more sophisticated feature representation could even further improve the matching

rates. Another promising direction for future work was presented in Section 5.4.2.1,

where we computed a metric specifically for the chosen query sample, i.e., the searched

person, resulting in a clear performance gain.

To recap, in this thesis, we studied person re-identification methods tackling the

problem from different directions, i.e., applying descriptive and discriminative tech-

niques. In order to exploit the advantages of both strategies, but avoid their respective

drawbacks, we proposed to combine them. Using our interactive system as well as

efficient metric learning algorithms, we saw great potential of such joint approaches,

opening up new directions in this field of research. As a final note and in contrast

to many established methods, in our works, we always tried to keep the algorithmic

complexity on a reasonable level. We consider this property to be of high relevance,
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especially in the context of the challenges that come along with the task at hand. In

this way, we could not only increase the robustness of our methods, but also make them

applicable to large-scale camera networks.
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List of Acronyms

CMC Cumulative Matching Characteristic

EIML Efficient Impostor-Based Metric Learning

HOG Histogram of Oriented Gradients

ITML Information-Theoretic Metric Learning

LBP Local Binary Pattern

LDA Linear Discriminant Analysis

LDML Logistic Discriminant Metric Learning

LMNN Large Margin Nearest Neighbor

LMNN-R Large Margin Nearest Neighbor with Rejection

MSCR Maximally Stable Color Region

PCA Principal Component Analysis

PCCA Pairwise Constrained Component Analysis

PLS Partial Least Squares

PRDC Probabilistic Relative Distance Comparison

PRSVM Primal RankSVM

RankSVM Ranking SVM
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RHSP Recurrent Highly Structured Patch

STEL Structure Element

SVM Support Vector Machine

UT Unscented Transform
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