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Abstract

An infinite element is presented to treat wave propagation problems in unbounded sat-
urated porous media. The porous media is modeled by Biot’s theory. Conventional finite
elements are used to model the near field, whereas infinite elements are used to represent the
behavior of the far field. They are constructed in such a way that the Sommerfeld radiation
condition is fulfilled, i.e., the waves decay with distance and are not reflected at infinity. To
provide the wave information the infinite elements are formulated in Laplace domain. The
time domain solution is obtained by using the convolution quadrature method as inverse
Laplace transformation. The temporal behavior of the near field is calculated using stan-
dard time integration schemes, e.g., the Newmark-method. Finally, the near- and far field
are combined using a substructure technique for any time step. The accuracy as well the
necessity of the proposed infinite elements, when unbounded domains are considered, will
be demonstrated by different examples.
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1 Introduction

The numerical treatment of unbounded domains is of considerable interest in many engineering
applications, e.g., soil structure analysis, earthquake- or geotechnical engineering. The use of
so called infinite elements together with the well known Finite Element Method (FEM) is a
possible choice for the investigation of such unbounded domains. An infinite element is simply
an element which attempts to represent the behavior of the solution in the unbounded domain.
Infinite elements are easily coupled to finite elements and retain the banded structure of finite
element matrices. Nevertheless, various other numerical methods for unbounded domains exists.
An overview of such methods is for example given in the book of Givoli [27].

One common choice for the numerical treatment of unbounded domains is the Boundary
Element Method (BEM). A significant point of the BEM is the use of so called fundamental
solutions, which are analytical solutions of the governing differential equations due to a point
source within an unbounded domain. The fact that the fundamental solution is exact brings in
the advantage of improved accuracy. Nevertheless, the BEM is restricted to linear differential
equations since the fundamental solutions for non-linear problems are not attainable in general.
A common approach to deal with non-linear problems is the coupling of BEM with FEM [51].
Moreover, singularities are present using the boundary element method, which need special
attention for the numerical integration. The application of the BEM for the poroelastic case is
elaborated in detail by Schanz [44]. Besides the BEM there also exist other numerical methods
which try to approximate the unbounded domain.

One common approach is the use of so called artificial or absorbing boundary conditions
(ABC). This method introduces an artificial boundary to deceive the solution that it actually
extends to infinity. To find proper choices of boundary conditions for various wave problems
is not trivial since the artificial boundary condition has to represent the unbounded domain in
an appropriate manner. In the context of wave propagation problems, an artificial boundary
condition is also called a Non-Reflecting Boundary Condition (NRBC). Various non-reflecting
boundary conditions have been proposed in the literature, e.g. [26]. A classical approximate
absorbing boundary is developed by Lysmer and Kuhlemeyer [35] and consists of a viscous
dashpot model. Although this model is local and cheaply computed, it requires large bounded
domains for satisfactory accuracy. Even more, this model is only capable to absorb incident
waves on a small range of incidence angles.

The unbounded domain can also be represented by using an absorbing boundary layer. When-
ever a traveling wave enters the absorbing layer it is attenuated by the absorbing layer and, there-
fore, it’s amplitude decreases. Nevertheless, the thickness of the boundary layer as well as the
absorbing properties remain to be chosen in such a way that waves are absorbed sufficiently.
This characteristic yields the denotation Perfectly Matched Layer, or PML, for the absorbing
layer. The PML was first initiated by Berenger [13] for the application to electromagnetism
(Maxwell’s equations). Various interpretations of the PML are offered by different authors, e.g.
[19, 61, 43]. The most popular interpretation of the PML is the co-ordinate stretching explana-
tion, provided by Chew et al. [19]. Various application of the PML exist, e.g. the transient and
time-harmonic case for elastodynamics is discussed for example by Basu and Chopra [10, 9, 8].
Poroelastic material using perfectly matched layers is treated by Zeng et al. [57].

Another approximation method to deal with unbounded domains is the use of infinite ele-

2



Preprint No 2/2010 Institute of Applied Mechanics

ments, which will be discussed in the following in more detail. First publications on infinite
elements were the thesis of Ungless [50] and the paper of Zienkiewicz and Bettess [62]. There
exist mainly two different types of infinite elements. First, the use of a decay function together
with a shape function which causes the field quantity to approach the sought value at infinity,
while the finite size of the infinite element is retained. Second, conventional shape function are
used to describe the variation of the field quantity, while the geometry is mapped from a finite
to an infinite domain. Using the latter, brings in the advantage that the application of standard
integration formulas is possible, e.g., standard Gauß integration [65]. Mapped infinite elements
perform well for the static case in elastic media [65]. Such mapped infinite elements were also
applied successfully to quasi-static materially nonlinear problems [37]. The application of infi-
nite elements to wave propagation problems makes it necessary to include outwardly propagat-
ing wave-like factors in their formulation. This concept was originally proposed by Zienkiewicz
and Bettess [14]. For acoustic media a wide variety of formulations exists and are well devel-
oped. A comprehensive overview for the acoustic case is given by Astley [4]. Whereas in the
acoustic case only one traveling wave is present, in a homogeneous elastic halfspace there are ac-
tually three distinct waves, in particular shear-, compressional-, and Rayleigh waves. If a layered
halfspace is considered also Love waves may occur [28]. These waves travel with different wave
speeds. However, the simplest approach is to include only the characteristic of one wave within
the infinite element formulation. Depending on the spatial location of the infinite element, the
dominant wave is consequently incorporated into the infinite element formulation. Moreover,
an exponential decay of the field quantity is often assumed, instead of the correct asymptotic
decay in three dimensions of 1/r (r is the distance measure to the applied load) [60, 55]. Infinite
elements, capable of simulating all three wave types in the time harmonic case are developed
by Zhao and Valliappan [58] and Yun et al. [56], but they also assume an exponential decay of
the solution. Medina et al. [38] proposed an interesting infinite element, considering all three
wave types. They performed very well but the evaluation of the shape functions turned out to be
extremely tedious.

An infinite element formulation for wave propagation problems in one-dimensional poro-
elastic material has been accomplished by Khalili [31]. Later he extended his work to the
two-dimensional case [32]. His work covers time harmonic problems and the infinite element
formulation only considers the occurrence of the two compressional waves.

Of course, the application of infinite elements is widespread and applied to many different
fields of engineering. Here are some examples in compressed form such as consolidation [48],
mass transport [59], electromagnetic [25], heat transfer [49], ground freezing [3], fluid-structure
interaction [66, 14], and soil-structure interaction [20, 38, 39, 41, 21, 55, 56].

In the following, an infinite element will be presented, capable of handling all waves that
are present in an unbounded saturated porous media. The saturated porous media is modeled
in terms of Biot’s theory [16, 15]. The developed infinite element is of the mapped type to
ensure the correct asymptotic decay for the three-dimensional case. Although, the approach of
the infinite element is rather simple as will be seen in the ongoing, the numerical results are
sufficiently accurate.

Throughout this work, the indical notation is used. The summation convention is applied over
repeated indices and Latin indices receive the values 1, 2, 3 in three-dimensions (3D). Commas
(),i denote spatial derivatives and dots (̇) denote the time derivative. The symbol δi j denotes the
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Kronecker-Delta.

2 Biot’s theory of linear poroelasticity

Consider a fully saturated porous medium in terms of Biot’s theory [16]. The total stress within
the porous material reads as

σ
tot
i j =Ci jk`uk,`−αδi j p , (1)

where uk and p denote the solid displacement and the pore pressure, respectively. The fourth
order material tensor Ci jk` of the solid skeleton is for the case of a homogeneous isotropic elastic
material given as

Ci jk` =

(
K− 2

3
G
)

δi jδk`+G
(
δikδ j`+δi`δ jk

)
,

with the compression- and shear modulus of the solid skeleton K and G. Note that in the
constitutive law (1) small strains are assumed. Furthermore, Biot’s effective stress coefficient
α = 1−K/Ks is introduced, with Ks denoting the compression modulus of the solid grains. The
conservation of mass of the fluid phase is given by the continuity equation

qi,i +αu̇i,i +
φ2

R
ṗ = 0 , (2)

where qi denotes the flux, φ the porosity of the porous media and R the compressibility parame-
ter, defined by

R =
φ2K f (Ks)2

K f (Ks−K)+φKs (Ks−K f )
,

with K f denoting the compression modulus of the fluid phase.

2.1 Governing equations

The governing equations for low frequency applications are [67]

σ
tot
i j, j = ρüi (3a)

qi =−κ(p,i +ρ f üi) , (3b)

when body forces are neglected. In equations (3), κ denotes the permeability, ρ the density of the
bulk material, and ρ f the density of the interstitial fluid. The above approximation is valid for
most problems of earthquake analysis and frequencies lower than this [67, 64]. Zienkiewicz et
al. [64] discussed based on an one-dimensional example the limitations of the above introduced
governing equations (3), where some fluid inertia terms are neglected. The authors conclude that
the simplified model (3) does not significantly differ from the complete Biot theory [16], when
applied to low frequency problems, as it is mostly the case in soil- or geomechanical problems.
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2.2 Plane body waves in poroelastic media

In order to define the shape functions of an infinite element, the different types of body waves
which occur in the underlying porous media as well their wave speeds need to be known. Thus,
in this section plane body waves are investigated. Consider the following ansatz for a plane wave
in Laplace domain

ûi = Ai e−
s
c nkxk p̂ = Be−

s
c nkxk (4)

for the solid displacement and the pore pressure, respectively. The symbol (̂) denotes the Laplace
transformed variable and s is the Laplace parameter. Here, Aini and B give the amplitude of
the wave. Since the fluid can only transmit compressional waves the particle displacement is
in direction of the traveling wave and may be defined through a scalar value B = Bknk. The
wave normal unit vector is given by nk and xk denotes the position vector. Such a solution (4)
describes the propagation of plane waves with the wave velocity c in a porous infinite medium,
whose wave fronts are perpendicular to the normal vector nk. Inserting the ansatz (4) into the
Laplace transformed equations (3) yields under the assumption of vanishing initial conditions

GAin jn j
s
c2 +(K +

1
3

G)A jn jni
s
c2 −αBni

1
c
− sρAi = 0 (5a)

−κ
s
c2 Bnini−

s2

c
κρ f Aini +

s
c

αAini +
φ2

R
B = 0 . (5b)

Consider now the case that the particle motion is parallel to the propagation of the wave, i.e, Aini

is the amplitude of the propagating wave. From equation (5b) the amplitude B can be expressed
as

B =
Rsc [α−κρ f s]

Rsκ− c2φ2 Aini . (6)

Inserting (6) into (5a) and taking into account that nini = 1 and Ai = A jn jni will lead to an
equation for the wave velocity c[

1
c2

(
K +

4
3

G
)
−

Rα [α−κρ f s]
Rsκ− c2φ2 −ρ

]
Ai = 0 . (7)

Equation (7) can only be satisfied if the term in the square brackets vanishes. Hence, from (7)
two compressional waves are obtained with the wave speeds

c2
1,2 =

R
(
α2 + sκρ− sακρ f

)
+(K + 4

3 G)φ2

2φ2ρ

±

√[
R(α2 + sκρ− sακρ f )+(K + 4

3 G)φ2
]2−4(K + 4

3 G)Rsκρφ2

2φ2ρ
.

(8)

Considering the case that the particle motion is perpendicular to the direction of wave propaga-
tion, i.e., Aini = 0, equation (5a) simplifies to

s2

c2

[
G− c2

ρ
]

Ai = 0 (9)
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and implies also that the amplitude B in equation (6) vanishes. From equation (9) follows the
shear wave speed

c2
S =

G
ρ
. (10)

Since the compressional waves speeds c1 and c2 are frequency dependent they are also called
dispersive waves. In other words, each frequency component propagates with its own velocity.
The shear wave velocity cS on the contrary is non-dispersive.

2.2.1 Rayleigh surface wave

Lord Rayleigh [42] first investigated a surface wave, with the property that their effect decreases
rapidly with depth and their velocity of propagation is smaller than that of the body waves. For
the case of an elastic material the Rayleigh wave speed cR can be approximated by

cR

cS
=

0.87+1.12ν

1+ν
, (11)

where ν denotes the Poisson’s ratio. This approximation can also be applied to porous material
as long as low frequency problems are considered, as investigated by Yang [54]. This is the case
for many soil- and geomechanical applications.

3 Finite Element Formulation

The Finite Element formulation for the governing equations (3) with (2) can be obtained by a
standard variational approach as it is well described in many textbooks, e.g. [68, 29], and will be
shown here only perfunctory. The semi-discretized form of the variational approach is obtained
by the spatial approximation of the unknown variables as

ui ≈ ϕ
mum

i , p≈ ϑ
m pm ,

where ϕm and ϑm denote appropriate shape functions for the solid displacement ui and the pore
pressure p. Discretized variables can be distinguished from continuous one by the superscript,
e.g. ()m. Moreover, the shape functions ϕm and ϑm need not to be chosen equal but if not
otherwise stated, they will be chosen to be of of the same order [47, 63]. Note that both shape
functions have to possess at least C0 continuity [68], since the solid displacement and the pore
pressure will occur as first derivatives in the variational formulation. For the undrained limit it
is known that instabilities can occur [34]. To avoid them the Babuška-Brezzi condition should
be satisfied [6, 7, 17]. For a more profound illustration of the proper choice of shape functions
the reader is referred to works, e.g. [68, 29, 36]. Moreover, the test function of the variational
approach are discretized spatially in the following form

ūi ≈ ϕ
nūn

i , p̄≈ ϑ
n p̄n ,

6



Preprint No 2/2010 Institute of Applied Mechanics

where the symbol (̄) denotes the corresponding test function. Inserting the spatial discretizations
in a variational approach of the governing equations (3) with the flux of (2), yields a set of
algebraic equations of the form

Knm
ik um

k −G1nm
i p+M1nm

ik üm
k = ( f n

i )
u

G2nm pm +M2nm
k üm

k +Cnm
k u̇m

k +Pnm ṗm = ( f n)p (12)

for the bulk material and the fluid phase, respectively. The single components of the algebraic
equations on the left hand side are defined as

Knm
ik =

∫
τ̂e

ϕ
n
, jCi jk`ϕ

m
,` Je dξξξ

G1nm
i = α

∫
τ̂e

ϕ
n
,iϑ

m Je dξξξ

M1nm
ik = ρδik

∫
τ̂e

ϕ
n
ϕ

m Je dξξξ

G2nm = κ

∫
τ̂e

ϑ
n
,iϑ

m
,i Je dξξξ

M2nm
k = κρ f

∫
τ̂e

ϑ
n
,kϕ

m Je dξξξ

Cnm
k = α

∫
τ̂e

ϑ
n
ϕ

m
,k Je dξξξ

Pnm =
φ2

R

∫
τ̂e

ϑ
n
ϑ

m Je dξξξ ,

(13)

where τ̂e is the corresponding reference element to the element τe in the physical space. The
determinant of the Jacobian matrix is denoted by Je and occurs due to the mapping of the finite
element from the physical space τe to the reference element τ̂e defined on the interval with local
coordinates ξi ∈ [−1,1]. The components of the right hand side are

( f n
i )

u =
∫
ϒ̂b

ϕ
n
Γt tot

i Jb dξξξ

( f n)p =−
∫
ϒ̂b

ϑ
n
Γqq Jb dξξξ

(14)

with the prescribed total stress t tot
i and flux qq. Moreover, ϒb denotes a finite element defined

on the boundary, e.g., an edge in two-dimensions, with the corresponding reference element ϒ̂b.
The subscript ()Γ identifies the shape function to be defined on the boundary, hence, defined on
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the element ϒ̂b. The whole system written in matrix notation reads as[
M1 0
M2 0

][
ü
p̈

]
+

[
0 0
C P

][
u̇
ṗ

]
+

[
K −G1
0 G2

][
u
p

]
=

[
fu

fp

]
.

It must be mentioned that in the definition of the single components (13) and (14) of the algebraic
equation system no Dirichlet boundary conditions are considered. Thus, the boundary conditions
have to be considered in a later step. There exists several methods and a good overview is given
in the book of Jung and Langer [30]. In order to derive the finite element formulation for the
Laplace transformed equations (3) basically the same steps have to be performed. Since this
procedure is straight forward this derivation will be skipped here for simplicity.

4 Infinite element for poroelastodynamics

Infinite elements have to be constructed in such a way that they represent unbounded domains
in an appropriate manner. Thus, in unbounded domains they have to transfer outward traveling
waves to infinity. They also have to ensure that no incoming waves will appear as long as there
is no source in the far field. In the three-dimensional case, the existence of multiple waves has to
be considered. In a semi-infinite halfspace three different wave types are observable as revealed
in section 2.2. In the following, an infinite element will be presented which is capable to fulfill
this requirements properly.

4.1 Geometric discretization

The geometry of an infinite element, which follows mainly the proposed infinite element of
Astley et al. [5], for the three-dimensional case is depicted in figure 1. The set containing the

x1

x2

x3

1

2

i,3

4

5

6

7

8

k, j

1′

2′

3′
4′

ā

ā

r

r→ ∞

source point
variable node
mapping node

x(ξξξ)
−−→
←−−
ξξξ(x)

(a) Infinite element in physical space

ξ1

ξ2

ξ3

1

2

3

4

5

6

7

8

ξ1,ξ2,ξ3 ∈ [−1,1]

(b) Corresponding mapped
element in local coordinates

Figure 1: Three-dimensional infinite element

points on the base face (x1x2-plane) is defined with nB = {1,2, . . . ,nP
B}, where nP

B denotes the
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number of base points for the approximation of the field quantity (e.g., nP
B = 4, as it is depicted

in figure 1). Thus, the infinite element isn’t restricted to a linear approximation order on the
base face. The radial direction of the infinite element is defined by the so called source points
which are defined by the set nS = {1′,2′, . . . ,(nP

B)
′}. Source points denote locations, where

the load is applied and may collapse to a single point. Consequently, the radial direction of
the infinite element is given through corresponding source and base points (see figure 1(a)) as
well through radial distances ai, with i ∈ nB. In any case, it must be ensured that the source
points for every infinite element are chosen in such a way that the single infinite elements do
not intersect each other. This is of course ensured when the source point is chosen to be the
same for every infinite element. Moreover, the radial directions also lead to the mapping points
nM = {nP

B + 1, . . . ,2nP
B}, i.e., in the special case of figure 1, nM = {5,6,7,8}. These mapping

points are located deliberately at related distances ai measured from the base points nB. The
distance between points nM and nB need not be chosen to be equal to the related radial distances
ai. However, in many physical problems, the source point is often a singular point, from which
on the field quantity decays. This behavior can only be represented by the proposed infinite
element, if the distances between the related points nM and nB is chosen to be equal to ai. The
mapping from the physical to the local space is independent of the approximation order of the
field quantity. In radial direction the mapping is performed in such a manner that a 1/r-like
mapping is obtained, viz., the radial mapping functions are defined as

m1(ξ3) =
−2ξ3

1−ξ3
, m2(ξ3) =

1+ξ3

1−ξ3
.

The mapping on the base face uses conventional finite element shape functions, denoted by
Si(ξ1,ξ2), with i ∈ nB. The geometric mapping from the physical to the local space is defined by

x(ξξξ) =m1(ξ3)
nP

B

∑
i=1

Si(ξ1,ξ2)pi +m2(ξ3)
nP

B

∑
i=1

Si(ξ1,ξ2)pi+nP
B , (15)

where pi denotes geometrical points of the infinite element [37]. The above mapping functions
(15) assure the compatibility condition at the base nodes between the infinite and conventional
finite elements. The relation between the radial distance measure r and the local coordinate is
given by

ξ3 = 1− 2ā
r

, r− ā = ā
1+ξ3

1−ξ3
.

Thus, the proposed relation maps points located at r → ∞ to ξ3 = +1 in the local element.
Moreover, the introduced distance ā is defined as

ā =
1
nP

B

nP
B

∑
i=1

ai

and will be referred in the following as characteristic length of the infinite element.

9



Preprint No 2/2010 Institute of Applied Mechanics

4.2 Shape function

The wave behavior of the far field in a poroelastic medium can be approximately represented in
Laplace domain by exponential functions. This is due to the fact that the waves in the far field
can be approximately represented by the superposition of plane waves [58, 41, 28].

Nevertheless, attention must be paid to the question which type of constituent is able to trans-
fer which type of wave, since multiple waves are present in a three-dimensional problem. In an
unbounded three-dimensional poroelastic medium two compressional waves and a shear wave
may be present with wave velocities c1,c2 and cS, respectively, as discussed in section 2.2. In
a halfspace, additionally, the Rayleigh wave can be observed [44]. Whereas both compres-
sional waves, with wave speeds c1 and c2, are transferred by the solid displacement and the
pore pressure, the shear and consequently, the Rayleigh wave with wave speeds cS and cR, can
be transferred only by the solid displacement. Thus, the shape and test function of the solid
displacement ui is defined as

ϕ
j(ξξξ) =

(1−ξ3)

2
Si(ξ1,ξ2)Pk

p(ξ3)
1
3

([
UK

1 e−
s

c1
µ(ā,ξ3)+UK

2 e−
s

c2
µ(ā,ξ3)

]
+ e−

s
cS

µ(ā,ξ3)+e−
s

cR
µ(ā,ξ3)

)
(16)

and the shape function for the fluid pore pressure reads as

ϑ
j(ξξξ) =

(1−ξ3)

2
Si(ξ1,ξ2)Pk

p(ξ3)
[
PK

1 e−
s

c1
µ(ā,ξ3)+PK

2 e−
s

c2
µ(ā,ξ3)

]
. (17)

The parameters UK
i ,PK

i , with i = 1,2, are a kind of wave weighting factors. In other words the
two compressional waves c1 and c2 are related to each other, which is modeled by the mentioned
weighting factors. These factors can be determined by the one-dimensional analytical solution
of a poroelastic rod [31, 32] and, hence, are only an approximation for the application in three-
dimensional problems. The most meaningful property of these weighting factors is that their
sum is equal to one, i.e.,

UK
1 +UK

2 = 1 , PK
1 +PK

2 = 1 .

Following the work of Khalili et al. [31], the wave weighting factors are defined in 1D as

UK
1 =

C3v3
1 e−sλ1ā

C3v3
1 e−sλ1ā+C4v4

1 e−sλ2ā
, UK

2 =
C3v3

1 e−sλ2ā

C3v3
1 e−sλ1ā+C4v4

1 e−sλ2ā
,

PK
1 =

C3v3
2 e−sλ1ā

C3v3
2 e−sλ1ā+C4v4

2 e−sλ2ā
, PK

2 =
C3v3

2 e−sλ2ā

C3v3
2 e−sλ1ā+C4v4

2 e−sλ2ā
.

where the superscript K of the wave weighting factors denotes the affinity to the Khalili infi-
nite element. The coefficients vi

1 and vi
2, with i = 3,4, are obtained from the analytical one-

dimensional solution and are defined in (29). It remains to define the yet unknown constants
C3 and C4. This can be accomplished by defining problem specific boundary conditions in de-
pendence of the given problem, as shown by Khalili [31]. Moreover, the phase term µ(ā,ξ3) is
introduced. The phase term consists of the distance ā and a radial weight

µ(ā,ξ3) = ā
1+ξ3

1−ξ3
.

10
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Note that the geometric factor is equal to the mapping function m2(ξ3). Thus, the phase-like
term vanishes at ξ3 = −1 and approaches the distance ā for ξ3 = 0. The exponential factors in
(16) and (17) represents, therefore, a radial wave-like factor of the form exp( s

c(r− ā)) within
each element [5].

The radial approximation is done by a polynomial function Pk
p(ξ3) of order p. The superscript

k ∈ {1, . . . , p+ 1} denotes the corresponding radial node the polynomial belongs to. The ap-
proximation order depends on the number of nodes located within the mapping points nB and
nM. Furthermore, equally spaced nodes within the interval ξ3 ∈ [−1,0] are assumed for the con-
struction of the polynomials Pk

p(ξ3). In general, the most intuitive way to construct the radial
interpolation polynomial is the use of the well known Lagrange polynomials. The optimal choice
of interpolation functions was investigated by Dreyer et al. [24] for the acoustic case. Dreyer
recommends for problems of exterior acoustics the use of Jacobi polynomials, which will result
in better conditioned system matrices. Consequently, the radial interpolation functions are con-
structed by using Jacobi polynomials, as suggested by Dreyer et al. [23], if not otherwise stated.
Jacobi polynomials are generalized Legendre polynomials and are defined by

Pk
(α,β)(ξ3) =

(−1)k

2k!k
(1−ξ3)

−α(1+ξ3)
−β dk

dξk
3

[
(1−ξ3)

α+k(1+ξ3)
β+k
]
.

These polynomials are orthogonal polynomials and satisfy therefore the relation

+1∫
−1

Pi
(α,β)P

j
(α,β)(1−ξ3)

α(1+ξ3)
β dξ3 = χ(α,β, j)δi j ,

where χ(α,β, j) is a function depending on the parameters α,β, and j. To ensure compatibility
between the finite and infinite elements at their interface, the interpolation condition ϕi(x j) = δi j

has to be fulfilled. However, Jacobi polynomials don’t automatically satisfy this interpolation
condition. Thus, the first polynomial within the portion of radial shape functions p+ 1 has to
fulfill P1

p(−1) = 1, whereas all other polynomials have to satisfy Pi
p(−1) = 0, with 1 < i≤ p+1.

This can easily be obtained by applying adequate constant shifts of the single polynomials. The
index j is a function of the base node numbering i and the radial node numbering k

j(k, i) , i ∈ nB , 1≤ k ≤ p+1 , 1≤ j ≤ (p+1)nP
B .

The factor 1
2(1− ξ3) in equation (16) ensures that no constant terms remain in the shape func-

tions ϕ j(ξξξ) and ensures the shape functions to vanish at infinity, i.e., ϕ j(ξξξ)→ 0 as ξ3 → +1.
Moreover, the Sommerfeld radiation condition is approximated. Thus, when considering a radial
approximation polynomial of the form

Pp(ξ3) = c0 + c1ξ3 + c2ξ
2
3 + · · ·+ cpξ

p
3 ,

the behavior of the shape functions ϕ j(ξξξ) in radial direction is, when ξ1 and ξ2 are held constant

ϕ
j ≈
[

γ1

r
+

γ2

r2 + · · ·+
γp

rp

]([
ÛK

1 e−
s

c1
µ(ā,ξ3)+ÛK

2 e−
s

c2
µ(ā,ξ3)

]
+ e−

s
cS

µ(ā,ξ3)+e−
s

cR
µ(ā,ξ3)

)
,

where ci and γi denote constants.

11
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It remains to select the test function for the solid displacement and the pore pressure, which
are defined as

ϕ̄
j(ξξξ) = D(ξ3)ϕ

j(ξξξ) , ϑ̄
j(ξξξ) = D(ξ3)ϑ

j(ξξξ) ,

and differ from the ansatz function only by the additional weight

D(ξ3) =
(1−ξ3)

2

4
.

The additional weight D(ξ3) ensures finiteness of integrals occurring in the discrete variational
formulation. Thus, the need of square integrability is fulfilled. Even more, the test function
fulfills the interpolation condition, which preserves a compatible matching of finite and infinite
elements at their interface.

4.3 1D infinite element

The above defined three-dimensional shape function for the solid phase (16) can be condensed
to the one-dimensional case yielding

ϕ
j(ξ3) =Pk

p(ξ3)
[
ÛK

1 e−
s

c1
µ(ā,ξ3)+ÛK

2 e−
s

c2
µ(ā,ξ3)

]
. (18)

Note that the term 1
2(1−ξ3) also vanished, since in the one-dimensional case no static solution

has to be obtained. Applying the same procedure to (17) yields the shape function for the fluid
pore pressure

ϑ
j(ξ3) = Pk

p(ξ3)
[
P̂K

1 e−
s

c1
µ(ā,ξ3)+P̂K

2 e−
s

c2
µ(ā,ξ3)

]
. (19)

4.4 Simplified approach of shape functions

The simplified model is based on the fact that the slow (or second) wave in a poroelastic material
is highly damped and thus, for realistic most common poroelastic materials, not observable [44].
In this case it is reasonable to neglect the influence of the slow wave and to approximate only the
fast (or first) compressional wave. This corresponds to the case that the wave weighting factors
approach ÛK

1 = P̂K
1 ≈ 1, whereas ÛK

2 = P̂K
2 ≈ 0. Thus, the simplified shape and test functions of

the infinite element for the three dimensional case are defined as

ϕ
j(ξξξ) =

1
2
(1−ξ3)Si(ξ1,ξ2)Pk

p(ξ3)
1
3

(
e−

s
c1

µ(ā,ξ3)+e−
s

cS
µ(ā,ξ3)+e−

s
cR

µ(ā,ξ3)
)

ϑ
j(ξξξ) =

1
2
(1−ξ3)Si(ξ1,ξ2)Pk

p(ξ3)e−
s

c1
µ(ā,ξ3)

(20)

for the solid displacement and the pore pressure, respectively. Of course, this simplified ap-
proach is also applicable to the one-dimensional shape functions defined in (18) and (19).

12
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5 Numerical integration

During the evaluation of the infinite element matrices, based on the shape functions of section
4, integrals of the form

+1∫
−1

f (ξ3)e−z 1+ξ3
1−ξ3 dξ3 (21)

have to be calculated. In equation (21), z ∈ C represent a Complex parameter, e.g., z = ā s
c . The

finiteness of the integral is ensured, since the real part of the Laplace parameter is positive by
definition, i.e., Re(s)> 0 [22]. It can be verified that also the real part of the fraction s/c is always
larger than zero. In order to evaluate this integrals numerically, a Newton-Cotes type formula
will be derived. Thus, integration points are chosen and corresponding integration weights are
calculated. To explain the integration procedure a two point integration rule will be derived. The
chosen points are for example

ξ
1
3 =−1

3 , ξ
2
3 =+1

3 .

The polynomial f (ξ3) is approximated by Lagrange polynomials Pk
p, with p = 1 and k = 1,2,

and is, therefore, expressed as

f (ξ3) = f 1P1
1 (ξ3)+ f 2P2

1 (ξ3) ,

where f 1 = f (ξ1
3) and f 2 = f (ξ2

3) are the values of f (ξk
3) evaluated at the integration points.

Thus, the given integral (21) can be rewritten

+1∫
−1

f (ξ3)e−z 1+ξ3
1−ξ3 dξ3 = f 1

+1∫
−1

P1
1 (ξ3)e−z 1+ξ3

1−ξ3 dξ3 + f 2
+1∫
−1

P2
1 (ξ3)e−z 1+ξ3

1−ξ3 dξ3

= f 1w1 + f 2w2 ,

with the integrations weights w1 and w2, defined by the integrals. During the derivation of the
integration weights, integrals of the product of the single monomials with the exponential term
must be performed, yielding

+1∫
−1

(ξ3)
0 e−z 1+ξ3

1−ξ3 dξ3 = 2+2zez
(

Ei(−z)+
1
2
(
log(−1

z )− log(1
z )− log(−z)+ log(z)

))
+1∫
−1

(ξ3)
1 e−z 1+ξ3

1−ξ3 dξ3 =

2z
[

1+(1+ z)ez
(

Ei(−z)+
1
2
(
log(−1

z )− log(1
z )− log(−z)+ log(z)

))]
,

13
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where Ei(−z) denotes the Exponential Integral [52]. Consequently, the integration weights
results in

w1 = 1−3z− z(2+3z)ez
(

Ei(−z)+
1
2
(
log(−1

z )− log(1
z )− log(−z)+ log(z)

))
w2 = 1+3z+ z(4+3z)ez

(
Ei(−z)+

1
2
(
log(−1

z )− log(1
z )− log(−z)+ log(z)

))
.

(22)

The proposed integration rule is exact for polynomials of degree m− 1, when m is the number
of integration points. Note that the integration weights are frequency dependent, whereas the
integration points remain to be real valued. Thus, the integration weights have to be recalculated
for every needed frequency.

The integration on the base face of the infinite element in figure 1 is still performed with the
standard Gauß quadrature, whereas the integral of the infinite direction is evaluated using the
above derived integration rule.

5.1 Efficient evaluation of integration weights

A crucial point in the evaluation of the integration weights of the integral (21) is the computation
of the Exponential Integral Ei(−z). Different approaches are possible to evaluate this integral.
Actually, the calculation is divided into three ranges of values of z, namely

• (Re(z)< 5)∧ (Abs(Im(z))< 5): An efficient way of computing the Exponential Integral is
proposed by Amos [2]. The FORTRAN subroutine supplied by Amos [1] is used.

• (5≤ Re(z)< 100)∧ (5≤ Abs(Im(z))< 100): The integration weights are calculated by in-
terpolation from pre-calculated look-up tables. These look-up tables were generated us-
ing the software package Mathematica [53].

• (Re(z)≥ 100)∨ (Abs(Im(z))≥ 100): For values of z→ ∞ the asymptotic series expansion

Ei(−z)≈−e−z

z

∞

∑
k=0

k!
(−z)k −

1
2
(
log(−1

z )− log(1
z )− log(−z)+ log(z)

)
is valid [52]. Inserting the above asymptotic series expansion into the weights (22) yields

w1 = 1−3z− z(2+3z)

(
−1

z

∞

∑
k=0

k!
(−z)k

)
=

4
z
− 14

z2 +
60
z3 −

312
z4 + . . .

w2 = 1+3z+ z(4+3z)

(
−1

z

∞

∑
k=0

k!
(−z)k

)
=−2

z
+

10
z2 −

48
z3 +

264
z4 − . . . .

Note that the above weights aren’t equal, although the integration points are symmetric.
The series expansion is truncated after a precision of at least eight digits is obtained. This
is ensured by a comparison of the weights calculated with the above series expansion
and exact calculated weights (22) using the computing package Mathematica [53]. For
example, for a five point integration rule, twelve terms of the series expansion are used.
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6 Time domain solution of coupled finite and infinite elements

When using the finite element method to model bounded physical problems, the temporal dis-
cretization is accomplished by using a numerical time stepping scheme, e.g., the Newmark
method [40]. When dealing with unbounded domains a special treatment is necessary. The
Newmark algorithm can’t be used as time stepping scheme in dynamic problems with infinite
elements, because the shape functions of the infinite elements are non-local in time. This is due
to the fact that the shape functions of the infinite elements are constructed in Laplace domain to
provide the wave behavior (cf. section 4). In order to obtain a time domain solution an inverse
Laplace transformation is needed. A method which serves this aim is the convolution quadra-
ture method (CQM) [44]. This brings up the idea to combine these two time stepping methods.
Thus, the Newmark method will be applied to the time integration of the near field, whereas
the time domain solution of the far field will be calculated using the CQM. This purpose can be
accomplished by using the substructure method or domain decomposition method.

The application of the proposed substructure method is explained in the following. Consider
a discretized domain Ωh = Ωh ∪Γ with the corresponding boundary Γ. The domain Ωh is de-
composed into two non-overlapping subdomains.

Ωh = Ω
NEW
h ∪Ω

CQM
h , Ω

NEW
h ∩Ω

CQM
h =∅ , (23)

as shown in figure 2. The same procedure has to be applied to the Dirichlet- ΓD and Neumann
boundary ΓN (Γ = ΓD∪ΓN). In equation (23), ΩNEW and ΩCQM denote the subdomains where

f (t)

∞

∞

ΓN

ΓD

Ωh

(a) Single domain

f (t)

∞

∞

ΓNEW
N

ΓNEW
D

ΩNEW
h

Ω
CQM
h

Γ
CQM
D

ΓC

(b) Decomposition into two subdomains

Figure 2: Decomposition of the domain Ωh into near ΩNEW
h and far field Ω

CQM
h

the Newmark integration scheme and the convolution quadrature method, respectively, is applied
to obtain the time domain solution. Due to the subdivision

ΓC = Ω
NEW∩Ω

CQM
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the interface ΓC is generated. Moreover, to maintain a well posed equation system so called
interface conditions (continuity of solid displacement and pore pressure as well as the equilib-
rium of the total stress and the flux) have to be formulated. A node by node coupling of the two
domains is used to fulfill these conditions.

In order to illustrate the coupling process the equation systems of the single subdomains
are reordered according to degrees of freedom belonging to the interior or the interface of the
subdomains. Thus, the resulting equation system of the Newmark method for the time step n

Kun = fn + rn

of domain Ω
NEW is decomposed asKNEW

II KNEW
IC

KNEW
CI KNEW

CC

(uNEW
I )n

(uNEW
C )n

=

(fNEW
I )n +(rNEW

I )n

(fNEW
C )n +(rNEW

C )n

 , (24)

where the superscripts I and C refer to the interior and interface of each subdomain, respectively.
The displacement vector is denoted by un, K denotes the resulting system matrix (often called
dynamic stiffness matrix), and rn is the vector containing the "history" information of the last
time step n−1. The vector fn contains nodal forces.

The convolution

K̂(s)û(s) = f̂(s)• ◦
t∫

0

K(t− τ)u(τ) dτ = f(t)

occurring within the equation system (12) when a infinite element is considered (due to the non-
local behavior of the shape functions) can be approximated by the CQM [44] for the time step n
as

ωωω0un = fn−
n−1

∑
k=0

ωωωn−kuk︸ ︷︷ ︸
rn

.

Here, ωωωk denotes quadrature weights and the vector rn contains the history of all previous time
steps. Hence, efficiency of this method decreases with an increasing number of time steps. The
above equation system of the convolution quadrature is decomposed asωωω

CQM
II ωωω

CQM
IC

ωωω
CQM
CI ωωω

CQM
CC

(uCQM
I )n

(uCQM
C )n

=

(fCQM
I )n +(rCQM

I )n

(fCQM
C )n +(rCQM

C )n

 , (25)

where the coefficient matrix ωωω0 is replaced by ωωω. The global equation system for time step n is
obtained by assembling the equations systems of the subdomains (24) and (25) yielding

KNEW
II KNEW

IC 0

KNEW
CI KNEW

CC +ωωω
CQM
CC ωωω

CQM
CI

0 ωωω
CQM
IC ωωω

CQM
II


︸ ︷︷ ︸

Ksys


(uNEW

I )n

(uC)n

(uCQM
I )n

=


(fNEW
I )n +(rNEW

I )n

(rNEW
C )n +(rCQM

C )n

(fCQM
I )n +(rCQM

I )n

 . (26)
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The resulting global system matrix Ksys has to be inverted only once, as it is also the case in
a pure Newmark equation system or CQM based time stepping scheme. The vector on the
right hand side (26) has to be recomputed at every time step for each subdomain, depending
on the used time stepping scheme. The application of the suggested method to more than two
subdomains can be performed analogously. The time step size of each subdomain is chosen to
be equal. But this doesn’t need to be necessarily the case [11, 12].

7 Numerical examples

In order to investigate the performance of the proposed infinite element different test examples
will be presented. The material data of the considered materials, a soil (coarse sand) and a rock
(Berea sandstone), are given in table 1

K
[ N

m2

]
G
[ N

m2

]
ρ
[ kg

m3

]
φ
[
−] Ks [ N

m2

]
ρ f
[ kg

m3

]
K f [ N

m2

]
κ
[m4

Ns
]

rock 8.0 ·109 6.0 ·109 2458 0.19 3.6 ·1010 1000 3.3 ·109 1.90 ·10−10

soil 2.1 ·108 9.8 ·107 1884 0.48 1.1 ·1010 1000 3.3 ·109 3.55 ·10−9

Table 1: Material data of Berea sandstone (rock) and soil [33]

and are taken from Kim and Kingsbury [33].

7.1 One-dimensional poroelastic rod

First, a one dimensional infinite poroelastic column as depicted in figure 3 will be investigated.
It is subjected to a time dependent total stress loading σtot(0, t) = 1 N/m2H(t) in terms of a Heav-
iside step function in time. The boundary condition for the fluid phase is defined by setting the
pressure to zero at the top of the column, i.e., p(0, t) = 0 N/m2. The near field is discretized

σtot(t) = 1N/m2H(t)
`= 5m `

x

∞

Figure 3: Infinite poroelastic column

with ten quadratic finite elements, whereas the infinite domain is approximated by an one-
dimensional infinite element as presented in section 4. Both versions of infinite elements will be
used, first, both compressional waves are approximated and, second, only the fast compressional
wave is approximated. The radial approximation polynomial is chosen to be of constant order,
i.e., Pk

0 = 1. In order to validate the performance of the proposed infinite element the solution is
compared to the analytic solution given in equation (30). Since, the governing equations (3) are
just an approximation of the original set of differential equations describing the porous material
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[16], also a comparison to results obtained by using the complete set of differential equations
will be performed. The one-dimensional solution of the poroelastic rod, using Biot’s complete
theory is given in [45]. Moreover, the solution is compared to results where the far field is
represented by the analytic infinite element presented in appendix B, whereas the near field is
discretized using conventional finite elements.

For simplicity, here, the near and far field is discretized in time by the CQM, which is specified
in more detail in [44]. The number of time steps is chosen to be N = 512, with time step size
∆t = 0.0002s. In figures 4 and 5, the solid displacement u(0, t) at the top of the column and
the pore pressure p(5, t) at the position x = 5m is plotted. The results are denoted by "complete
poro" for the calculation when the complete set of differential equations are used and "approx.
poro" when the governing equations (3) are used. The calculation using the proposed infinite
element is denoted as "FEM-only fast comp. wave (c1)" when only the fast compressional wave
is approximated and as "FEM-both comp. wave (c1,c2)" when both compressional waves are
approximated. The comparison to the results when the analytic infinite element is attached to
the finite element mesh is denoted by "FEM-analytic iFEM". It can be clearly observed that in
every plot the different scenarios match each other. Thus, the governing equations (3) represent
the behavior of the underlying poroelastic material in an appropriate way, since the results are
equal to those of the complete analytic solution. Moreover, it can be noticed that the simplified
approximation, where only the fast compressional wave is considered (shape functions (20)),
is sufficient. This is obvious by taking a closer look at the wave weighting factors. For the
investigated material the wave weighting factors are roughly ÛK

1 = P̂K
1 ≈ 1 and ÛK

2 = P̂K
2 ≈ 0.

In figures 4(b) and 5(b), the arrival of the first compressional wave can be noticed which lifts
the pore pressure within the poroelastic material. Of course, the pore pressure returns back to a
equilibrium state p(x, t→ ∞) = 0 for an increasing observation time. This is due to the fact that
the fluid gains enough time to trickle through the porous material, thus, the pore pressure relaxes
with increasing time. Numerical instabilities for large times may occur in the case of soil when
the pore pressure is considered and when both compressional waves are approximated as can
be noticed in figure 4(b). Consequently, the numerical oscillations are independent on the finite
element formulation and may be attributed to the fact that the soil behaves nearly incompressible
[46], which results apparently in numerical difficulties.

7.2 Poroelastic halfspace

In the next example a poroelastic halfspace is considered. The underlying material is assumed to
be a soil where the material data is given in table 1. A schematic representation of the problem is
given in figure 6. The spatial discretization of the near and far field is tested under consideration
of the symmetric properties of the problem. Different spatial discretizations are performed and
are depicted in figures 7(a)-(c). The near field is discretized with standard 20-noded hexahedron
elements (HEX20), whereas the far field is discretized using infinite elements (iFEM). The radial
approximation polynomial Pk

p of the infinite elements is chosen to be of first order. Moreover,
the calculations using infinite elements (figure 7(a) and 7(b)) are compared to a truncated halfs-
pace which is discretized with conventional finite elements only (see figure 7(c)). The detailed
discretization parameters of the near and far field are summarized in table 2.

18



Preprint No 2/2010 Institute of Applied Mechanics

0 0.02 0.04 0.06 0.08 0.1
0

1e-08

2e-08

3e-08

Complete poro

Approx. poro

FEM - analytic iFEM

FEM - only fast comp. wave (c
1
)

FEM - both comp. waves (c
1
, c

2
)

time t [s]

u(
0,

t)
[m

]

(a) Solid displacement - soil

0 0.02 0.04 0.06 0.08 0.1

0

0.5

1

1.5

Complete poro

Approx. poro

FEM - analytic iFEM

FEM - only fast comp. wave (c
1
)

FEM - both comp. waves (c
1
, c

2
)

time t [s]

p(
5,

t)
[m

]

(b) Pore pressure - soil

Figure 4: Infinite poroelastic column - soil
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0 0.02 0.04 0.06 0.08 0.1
0

5e-09

1e-08

1.5e-08

Complete poro

Approx. poro

FEM - analytic iFEM

FEM - only fast comp. wave (c
1
)

FEM - both comp. waves (c
1
, c

2
)

time t [s]

u(
0,

t)
[m

]

(a) Solid displacement - rock

0 0.02 0.04 0.06 0.08 0.1
0

0.25

0.5

0.75

Complete poro

Approx. poro

FEM - analytic iFEM

FEM - only fast comp. wave (c
1
)

FEM - both comp. waves (c
1
, c

2
)

time t [s]

p(
5,

t)
[m

]

(b) Pore pressure - rock

Figure 5: Infinite poroelastic column - rock
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x1

x2x3

ttot =
[ 0

0
−1

]
H(t)[N/m2]

0.5m

0.5m

Observation point
[6

6
0

]
[m]

Figure 6: Schematic representation of the poroelastic halfspace

x1

x2

x3

Observation point
Load area

(a) Cube 7×7×7m3 (b) 1/8 Sphere R = 9.7m (c) Cube 7×7×7m3 with at-
tached FEM layer of 3m thick-
ness

Figure 7: Finite-infinite element discretizations

Cube 7×7×7m3 1/8 Sphere R = 9.7m Cube 10×10×10m3

Near field 2744 HEX20 25921 TET10 2744 HEX20

Far field 588 iFEM-FIRST 1330 iFEM-FIRST 5256 HEX20

Loading ttot = [0 0 −1]TH(t)[N/m2] on an area of 0.5×0.5m2

Observation point [6 6 0]Tm

Time step ∆t = 0.0002s

Newmark γ = 0.6, β = 0.3025

Table 2: Time and spatial discretization parameters
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The approximation order of the solid displacement and the pore pressure is chosen to be of the
same order. The applied load is assumed to be a vertical total stress t tot

i which acts in terms of
a Heaviside function in time, i.e., the load is applied and kept constant. The load vector ttot =
[00 − 1]T N/m2 is applied on an area of 0.5×0.5m2, whereas the remaining surface is traction
free. The pore pressure p is assumed to be zero on the whole surface, i.e., p(x1,x2,0) = 0, and
thus assumed to be permeable. On the symmetry planes, the x1x3- and x2x3-plane, the normal
displacements are fixed and also the flux qi is set to zero. Of course, at infinity the displacements
ui are assumed to be zero as well the pore pressure p. A comparison is also performed to a pure
finite element mesh, denoted as "FEM" in the following plots. Here an additional layer of 3m
thickness of conventional finite elements is attached as depicted in 7(c). The additional layer is
added to attempt to simulate the far field. The bottom is fixed and impermeable, whereas the
boundaries to the infinite side are assumed to be free to move and impermeable. Furthermore,
vanishing initial conditions are assumed. The time integration is performed using the proposed
coupled time stepping scheme presented in section 6. Concerning the Newmark time-stepping
scheme the integration parameters γ and β are chosen in such a way that some numerical damping
is achieved, as suggested by Zienkiewicz [63] and are given table 2. In order to validate the
performance of the proposed infinite element the solid displacements ui at point [660]Tm are
studied and compared to a BEM calculation [44].

It is of interest to check the theoretical arrival times of the different waves which are present.
This can be done, however, only for estimated wave speeds since the wave velocities are fre-
quency dependent (dispersive waves). The wave velocity for the fast compressional wave can be
approximated for the special case of s→ 0

c0
1 =

√
α2R+φ2(K + 4

3 G)

ρφ2

as suggested in [18]. Hence, the compressional wave speed for the low frequency limit is c0
1 =

1690 m/s for the given soil. The shear wave velocity is for the governing equations (3) already
frequency independent and defined in (10) yielding cS = 228 m/s. In the following, the Rayleigh
wave velocity can be approximated using (11) which results in cR = 211 m/s. To calculate the
arrival times of the different wave types the distance measure is performed from the outer corner
point of the load area, i.e., [0.50.50]T m. They are given in table 3. The arrival times of the
different wave types at the observation point are given in column 1. In case if any reflection
would take place at the transition from the near to the far field the arrival times at the observation
point are given in column 2. Column 3 contains the arrival times from the truncated boundary
of the pure finite element mesh.
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0 0.2 0.4 0.6 0.8
-2e-10

-1e-10

0

1e-10
Cube, all wave types (c

1
, c

S
, c

R
)

Cube, comp. wave only (c
1
)

Cube, quasi-static

Sphere, all wave types (c
1
, c

S
, c

R
)

Sphere, comp. wave only (c
1
)

Sphere, quasi-static

FEM
BEM

time t [s]

u 3
([

6
6

0]
T
,t
)
[m

]

(a) Solid displacement u3 at observation point [660]T[m] - soil

Distance [m]

7.78 9.78 15.78

Wave speed
[m/s]

Arrival
time [s]

Approx. reflection time [s]

iFEM FEM

Comp. wave 1690 0.0046 0.0058 0.0093

Shear wave 228 0.034 0.043 0.069

Rayleigh wave 211 0.037 0.046 0.075

Table 3: Distance measure from load corner point [0.50.50]T m to obser-
vation point with corresponding wave arrival times

The calculation is performed using the presented infinite element, with the shape functions
given in (20). Thus, the fast compressional, the shear- and the Rayleigh wave are approximated.
The results due to this approximation are denoted by "all wave types (c1,cS,cR)" for the cube-
and 1/8 sphere-mesh in figures 8 and 9. The vertical solid displacement u3 is shown in figure 8(a)
and (b), whereas the horizontal solid displacement is depicted in figure 9. These are compared
to results of the calculation when only the compressional wave is approximated, denoted by
"comp. wave only (c1)" for the cube- and 1/8 sphere-mesh. Moreover, the results are checked
against a "BEM" calculation. It can be observed that all calculations match each other until
the compressional wave arrives at the observation point at time t = 0.0046s. From this time
on the different calculations diverge from each other. This is in a way obvious, since now the
infinite elements are activated and the infinite elements which approximate all three wave types
possess another behavior as when only one wave is approximated. Furthermore, it can be seen

23



Preprint No 2/2010 Institute of Applied Mechanics

0 0.01 0.02 0.03 0.04
-2e-11

0

2e-11

4e-11

6e-11

8e-11
Cube, all wave types (c

1
, c

S
, c

R
)

Cube, comp. wave only (c
1
)

Sphere, all wave types (c
1
, c

S
, c

R
)

Sphere, comp. wave only (c
1
)

FEM
BEM

time t [s]

u 3
([

6
6

0]
T
,t
)
[m

]

(b) Zoom section of 8(a) - Solid displacement u3 at observation point [660]T[m] - soil

Figure 8: Vertical solid displacement u3 at observation point [660]T[m] - soil
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Figure 9: Horizontal solid displacement u1(= u2) at observation point [660]T[m] - soil
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that the solution of the pure finite element mesh deviates when the reflected wave from the outer
boundary arrives at time t = 0.0093s. The Rayleigh pole can also be clearly observed at time
t = 0.037s which overlaps with the arrival of the shear wave (t = 0.034s). The solutions slightly
differ from the BEM calculation which is due to the fact that the infinite elements just can try
to approximate the wave behavior of the far field, whereas the BEM fulfills the wave equation
exactly within the domain and certainly in infinity. Nevertheless, the results obtained by using
the infinite elements are quite good compared to the pure finite element solution. After the waves
have passed the observation point the solutions approach the quasi-static solution (denoted by
"quasi-static") as can be identified in figures 8(a) and 9. When only the compressional wave
is approximated small reflections can be observed compared to the approximation of all wave
types. The results of the vertical solid displacement of the cube-mesh are nearly equal as for the
1/8 sphere-mesh. Consequently, the corner (point [770]T m) of the cube-mesh doesn’t affect the
solution of the vertical displacement, despite the angle of incidence of the wave isn’t normal to
the boundary. This conclusion is also confirmed by the horizontal displacement u1 (figure 7.2),
which is equal to u2 due to the symmtric properties of the problem. Here, the results of the cube-
mesh are also nearly the same as for the 1/8 sphere-mesh. Moreover, the quasi-static solution of
any infinite element calculation matches the BEM solution. Compared to the pure finite element
calculation the results obtained by using infinite elements are superior and, therefore, approve
their necessity.

7.3 Soil on a bedrock

Next, a saturated soil is considered of finite thickness resting on a bedrock, i.e., a poroelastic
layer fixed at the bottom. The schematic representation of the problem is sketched in figure 10.
The saturated porous layer is assumed to be of 5m thickness. Below an impermeable bedrock is

x1

x2
x3

ttot =
[ 0

0
−1

]
H(t)[N/m2]

0.5m

0.5m

Observation point
[6

6
0

]
[m]

5m

Rock layer

Figure 10: Schematic representation of the poroelastic halfspace
resting on a rock layer

assumed, thus, the flux at this boundary and the displacements in any direction are assumed to
be zero. The remaining boundary conditions are chosen in the same manner as in the example
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before for the pure halfspace. Thus, again the symmetric properties are used. The applied load
is given by a vertical total stress ttot = [00 − 1]T N/m2 on an area of 0.5×0.5m2, whereas the
remaining portion of the surface is traction free. The spatial discretizations of the near and far
field are depicted in figures 11(a) and (b). The radial polynomial Pk

p of the infinite element is
chosen to be of first order. The whole discretization parameters are summarized in table 4.

x1

x2

x3

Observation point

Load area

(a) Cube 7×7×5m3 (b) Cube 7×7×5m3 with attached pure FEM layer
of 7m thickness

Figure 11: Finite-infinite element discretizations

Cube 7×7×5m3 Cube 14×14×5m3

Near field 1960 HEX20 1960 HEX20

Far field 280 iFEM-FIRST 5880 HEX20

Loading t tot
i = [0 0 −1]TH(t)[N/m2] on an area of 0.5×0.5m2

Observation point [6 6 0]Tm

Time step ∆t = 0.0002s

Newmark γ = 0.6, β = 0.3025

Table 4: Time and spatial discretization parameters

In order to verify the performance of the proposed infinite element the solid displacement at
the observation point [660]T m is investigated and compared to a BEM calculation [44]. Again,
a comparison is performed to a pure finite element mesh, denoted as "FEM" in the following
plots. Here, an additional layer of 7m thickness of conventional finite elements is attached as
depicted in figure 11(b). The boundaries on the infinite side are assumed to be free to move and
impermeable. As in the example before the wave arrival times are inspected as well (see table
5). The distance measure is again performed from the outer corner point of the load area, i.e.,
[0.50.50]T m. Additionally, the arrival of reflected waves from the rock layer at the observation
point will be considered and are listed in column 4.
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(a) Solid displacement u3 at observation point [660]T[m] - soil

Distance [m]

7.78 9.78 23.78 12.67

Wave speed
[m/s]

Arrival time
[s]

Approx. reflection time [s]

iFEM FEM rock layer

Comp. wave 1690 0.0046 0.0058 0.014 0.0076

Shear wave 228 0.034 0.043 0.10 0.056

Rayleigh wave 211 0.037 0.046 0.11 0.060

Table 5: Distance measure from load corner point [0.50.50]T m to observation point with
corresponding wave arrival times

The calculation is as in the example before performed using the presented infinite element (de-
noted as "iFEM, all wave types (c1,cS,cR)" in the following plots), with the shape functions
given in (20). In figure 12(a) and (b), the vertical solid displacement u3 is depicted, whereas the
horizontal solid displacement u1 is shown in figure 13. Note that the horizontal displacement u2
is equal to u1 due to the symmetry of the considered problem. The correct representation of
the wave arrivals of the proposed method was already discussed in the example before and will
be not mentioned again. Whereas the expected arrival of reflected compressional waves from
the rock layer (t = 0.0076s) is nearly not detectable, the influence of reflected shear waves is
clearly observable at time t = 0.056s in figure 12(b). Since the influence of the Rayleigh wave
is decreasing with depth the displacement change at time t = 0.060s is essentially caused by the
shear wave alone (arrival time t = 0.056s). Since up to this time the influence of the compres-
sional wave is of minor influence the deviation of the pure FEM calculation is relatively small.
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(b) Zoom section of 12(a) - Solid displacement u3 at observation point [660]T[m] - soil

Figure 12: Vertical solid displacement u3 at observation point [660]T[m] - soil

This behavior changes as the reflected shear- and Rayleigh wave from the FEM boundary reach
the observation point at time t = 0.10s and t = 0.11s. From this time on, the pure FEM re-
sults diverge from the calculation using infinite elements which can be clearly noticed in figures
12(a) and 13. Also, the behavior of the solution with the infinite elements differs from the BEM
solution, which is due to the fact that the infinite elements just try to approximate the far field
behavior. Consequently, the far field is represented in another fashion. With ongoing time the
solutions approach the quasi-static equilibrium state since the introduced waves are transferred
to infinity. This is not the case for the pure FEM solution where still reflected waves can be no-
ticed. Of course, when enough time has passed the damping due to the material will also cause
this solution to approach the quasi-static equilibrium. It must be mentioned that the quasi-static
solutions of the calculation with the infinite elements and the pure FEM coincidence proper.
Only the BEM solution approaches another quasi-static equilibrium.

8 Conclusion

An infinite element has been developed for wave propagation problems in semi-infinite poro-
elastic media. The saturated porous media is modeled based on Biot’s theory. Infinite elements
are used to describe the behavior of the far field, whereas the near field is described through
conventional finite elements. The infinite elements are constructed in such a way that the Som-
merfeld radiation condition is approximated, i.e., the waves decay with distance and are not
reflected at infinity. The mapping from the physical space to the local space models a 1/r-like
behavior. The shape functions are formulated in Laplace domain with exponential functions
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Figure 13: Horizontal solid displacement u1(= u2) at observation point [660]T[m] - soil

for each wave type. To evaluate the occurring integrals, containing these exponential functions,
in the variational formulation a special quadrature rule has been derived. To gain a time do-
main solution of the far field the convolution quadrature method is used for the inverse Laplace
transformation. The temporal behavior of the near field is calculated using standard time inte-
gration schemes, e.g., the Newmark-method. Finally, the near and far field has been combined
using a substructure technique for any time step. The proper functionality of the proposed infi-
nite element is demonstrated for a poroelastic column and a halfspace with different boundary
conditions.

Acknowledgement The authors gratefully acknowledges the financial support by the Austrian
Science Fund (FWF) under grant P18481-N13.

A One dimensional analytic solution

The derivation of the one-dimensional analytic solution of a poroelastic column follows basically
the procedure shown in [45]. Thus, inserting the flux (3b) into (2) yields together with (3a) a set
of coupled homogeneous ordinary differential equations(

K + 4
3 G
)

û,xx−αp̂,x− s2
ρû = 0

−κ
[
p̂,xx +ρ f s2ûi,i

]
+ sαû,x + s

φ2

R
p̂ = 0 ,
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where also the Laplace transformation is applied and vanishing initial conditions are assumed.
Inserting the ansatz û(x,s)

p̂(x,s)

= esλx Cv

with the Eigenvector v into the set of differential equations (27) yields the solution of the formû(x,s)

p̂(x,s)

=C1v1 esλ1x+C2v2 esλ2x+C3v3 e−sλ1x+C4v4 e−sλ2x . (28)

The Eigenvalues λi are the inverse of the compressional wave speeds and are defined in (8), thus
λi = 1/ci holds. Furthermore, the relation λ3 = −λ1 and λ4 = −λ2 is used. The corresponding
Eigenvectors are defined as

vi =

 1
(K+

4
3 G)sλ2

i−sρ

αλi

=

vi
1

vi
2

 . (29)

The constants Ci in (28) may be determined in accordance to the underlying physical problem.
Note that the result contains both leftward and rightward traveling waves, or in other words, the
solution consists of terms with increasing and decreasing amplitude. This is obvious, since the
real part of the Laplace parameter s is by definition always larger than zero, i.e., Re(s) > 0. It
can be verified that for the real part of the fraction s/ci > 0 holds. In order to fulfill the radiation
condition only the outward traveling waves with decreasing amplitude are allowed [31, 32].
Thus, the solution of an infinite poroelastic column isû(x,s)

p̂(x,s)

=C3v3 e−sλ1x+C4v4 e−sλ2x . (30)

B Analytic 1D poroelastodynamic infinite element

The analytic poroelastic infinite element is obtained by a simple Dirichlet to Neumann map. In
other words, a relation between the nodal displacements and the nodal stresses as well as for
the nodal pressure and the nodal flux is performed. The analytic infinite poroelastic element,
as depicted in figure 14, is deduced from the general analytic solution of an infinite porous rod,
given by (30). Thus, the general ansatz of the analytic infinite element isû(x,s)

p̂(x,s)

=C3

 1

v3
2

e−sλ1x+C4

 1

v4
2

e−sλ2x , (31)

with the Eigenvectors defined in (29). Inserting the boundary conditions

û(0,s) = ûi , p̂(0,s) = p̂i
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Figure 14: Analytic infinite poroelastic element

into (31) yields the constants

C3 =
v4

2ui− pi

v4
2− v3

2
, C4 =

pi− v3
2ui

v4
2− v3

2

and, further on, the solution for the solid displacement and the pore pressureû(x,s)

p̂(x,s)

=
v4

2ui− pi

v4
2− v3

2
v3 e−sλ1x+

pi− v3
2ui

v4
2− v3

2
v4 e−sλ2x . (32)

The corresponding stress is obtained by inserting the solution (32) into the one-dimensional form
of the Laplace transformed constitutive relation (1)

σ̂
tot(x,s) = (K + 4

3 G)û,x(x,s)−α p̂(x,s)

=−s(K + 4
3 G)

[
λ1

v4
2ui− pi

v4
2− v3

2
e−sλ1x+λ2

pi− v3
2ui

v4
2− v3

2
e−sλ2x

]
−αp̂(x,s)

and the one-dimensional flux is defined by

q̂(x,s) =−κ
[
p̂,x(x,s)+ s2

ρ f û(x,s)
]

=−κ

[
sλ1

v4
2ui− pi

v4
2− v3

2
v3

2 e−sλ1x+sλ2
pi− v3

2ui

v4
2− v3

2
v4

2 e−sλ2x+s2
ρ f û(x,s)

]
.

The next step is to incorporate the nodal total stress (σ̂tot)i and flux qi, where the superscript
denotes the respective node. This is realized by the boundary conditions stated at node i as

σ̂
tot(0,s) =−(σ̂tot)i , q̂(0,s) = q̂i .

Hence, the nodal relation of the single components is given by(σ̂tot)i

q̂i

=
1

(v3
2− v4

2)

 s(K + 4
3 G)

(
v3

2λ2− v4
2λ1
)

sκ
[
sv4

2ρ f − v3
2

(
v4

2 (λ1−λ2)− sρ f
)]

α(v3
2− v4

2)+(K + 4
3 G)s(λ1−λ2)

sκ
(
v3

2λ1− v4
2λ2
)

ûi

p̂i

 .
The above relation is now appropriate to be attached to an one-dimensional poroelastic finite
element formulation of the form presented in section 3 in Laplace domain.
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