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Abstract 1
Stationare Batteriespeicher kdnnen in verschiedensten Betriebsfiihrungsstrategien betrieben

werden. Um das Speichersystem maoglichst effizient mit dem héchsten wirtschaftlichen Output
zu betreiben, werden mehrere Strategien parallel verfolgt. Damit zu jedem Zeitpunkt die
Strategie mit dem hdchsten Potential bedient werden kann, bedarf es Vorhersagen der flr die
Betriebsfiihrung relevanten Zustande. Bei dem Betrieb von Speichersystemen an Co-Location
Standorten Behind-the-meter [1], ist die Lastprognose neben der Prognose der Erzeugungsanlagen
essenziell fur die Parametrierung des Systems. Dafiir werden verschiedene Vorgehen zur
Lastprognose an einem Pool von Industrielastgdngen getestet. Es handelt sich dabei um verschiedene
Unternehmen des produzierenden Gewerbes, die in ihrer Grofte und damit auch der
Bezugsleistung variieren.
Verglichen werden im Rahmen dieser Forschung heuristische und ki-basierte Anséatze. Die
Uberlegungen der heuristischen Anséatze basieren auf den wiederkehrenden Verlaufen der
Lastgange. Die Wochenmusterprognose stellt den ersten und einfachsten Ansatz dar. In diesem
Fall entspricht der aktuelle Wochentag dem Wochentag der vorherigen Woche.
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Weil sich die Wochentage mal3geblich in ihrer Charakteristik unterscheiden, unterscheidet
auch die Wochenmusterprognose zwischen den Tagen. Vor allem Wochenenden und Feiertage
weichen signifikant von Werktagen ab.
Aufgrund der direkten Abhangigkeit von der Charakteristik des Tages der vorherigen Woche,
ist dieser Ansatz nur bedingt fir die Vorhersage geeignet. Der nachste Ansatz basiert auf der
Wochenmusterprognose. Beim Mean-Forecast wird der Mittelwert aus allen historischen Wo-

chentagen gebildet, die fur diesen Tag in dem vergangenen Profil bereits existieren.
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Die Bildung des Mittelwertes Uber alle vorhandenen Wochentage des historischen Lastgangs
hat zur Folge, dass saisonale Anderungen des Profils geglattet werden. Genauso werden An-
derungen der grundsatzlichen Charakteristik des Profils nur anteilig in die Vorhersage aufge-
nommen. Fir einen Industrielastgang kénnte dies beispielsweise eine Anderung im Produk-

tionsverhalten aufgrund der Auftragslage oder die Anschaffung einer neuen Maschine bzw.
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Erweiterung der Produktion darstellen. Auf dieser Uberlegung basiert die dritte Ausbaustufe
der Wochenmusterprognose.

Die gewichtete Wochenmusterprognose stellt den dritten Ansatz der Heuristik dar. Dabei wird
ebenfalls ein Mittelwert aus den historischen Wochentagen gebildet. Allerdings werden die

Tage absteigend vom aktuellen Zeitraum gewichtet.

A
1+ 0.15 <6 — 7l> ,fur A; < 42 Tage (letzte 6 Wochen),

1, fur A; > 42 Tage (altere Daten).

i

Der Gewichtungsfaktor, wie in 3 dargestellt, gewichtet die vergangenen Wochen maximal mit
dem Faktor 1,9. Von da fallt der Faktor bis zur sechsten Woche linear bis auf 1,15 ab. Ab der
siebten Woche werden alle weiteren Wochen mit dem Faktor 1 gleich gewichtet.
Den heuristischen Ansatzen steht ein Ansatz, der sich dem maschinellen Lernen bedient, ge-
genuber. Zum Einsatz kommt in diesem Fall Catboost. Der Algorithmus nutzt ein Konstrukt
aus vielen kleinen Entscheidungsbaumen. Als Trainingsdaten kann dem Algorithmus alles zur
Verfligung gestellt werden, was einen Einfluss auf das Ergebnis haben koénnte. Innerhalb des
Trainings werden kleinste Abhangigkeiten erkannt und in den einzelnen Entscheidungsbaumen
fur die Lésung berlcksichtigt [2]. Neben den Lastgangen wird der Algorithmus mit Wetterda-
ten gefittert. Dabei werden nicht nur Temperatur und Einstrahlung, sondern auch Daten wie
Luftfeuchtigkeit bericksichtigt [3, 4].

Tabelle 1: Genauigkeit NRMSEpeak

Modell Januar Juli November Mittelwert
Wochenmusterprognose  0,0980  (,1287 0,1207 0,1158
Mean Forecast 01336 0,1218 0,1152 0,1235
Gewichtete Prognose 0,0924 00,1190 0,1060 0,1058
CatBoost 0,0984 0,1068 0,1044 0,1032

Tabelle 1 zeigt die Genauigkeit der verschiedenen Ansatze bezogen auf die Vorhersage der
Lastgange. Dafur werden jeweils drei Wochen aus den Trainingsdaten entfernt, die entspre-
chend nicht dem Training zur Verfiigung stehen und anschlieRend fir die Validierung einer
Vorhersage genutzt werden kénnen. Catboost schneidet in der Gesamtbetrachtung am besten
ab. Die gewichtete Wochenmusterprognose kommt sehr nah an den ki-basierten Ansatz heran.

Im Januar schneidet sie sogar besser als der Catboost Algorithmus.
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