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Introduction, Background and Motivation 
The energy generated by photovoltaic (PV) systems varies over time. Distribution system operators 
(DSOs) record PV output via smart meters and use the resulting time series for billing and analysis. One 
task is detecting abnormal patterns in the data, often referred to as anomaly detection (AD). For 
example, these anomalies can be caused by incorrectly wired smart meters or by interpolated values 
during communication interruptions between DSOs and smart meters. Unidentified anomalies can lead 
to billing errors and should not be included in energy forecasts, since they would distort them; therefore, 
it is essential to consistently monitor the recorded data. 

A key limitation of existing anomaly detection methods is their lack of analysis of the spatial and temporal 
patterns of anomalies [1]. This can result in the loss of important information about the origin and spread 
of anomalies. In addition, not having this information can delay the identification and resolution of grid 
problems. 

To address this gap, we propose a method that uses machine learning to detect abnormal behaviour in 
PV generation data. We then apply spatial statistics to analyse whether the detected anomalies are 
spatiotemporally clustered and to identify hotspots that indicate localised issues. We demonstrate our 
method in a real-world case study. 

In this paper we formulate the following research question: How can machine learning and spatial 
statistical methods be combined to detect anomalies in energy generation time series and assess 
spatiotemporal clusters? 

Methodological Approach 
In our approach we rely on a two-stage approach and use an LSTM autoencoder [2] for anomaly 
detection and Getis–Ord Gi* spatial statistics [3] to assess the spatial distribution at the substation level 
and to identify anomaly clusters. For the training and evaluation of our approach, we use real-world 
energy generation time series provided by an Austrian energy distribution system operator. 

Autoencoders consist of two parts: Encoders that map the input data to a latent space, which is a 
compressed representation of it and decoders that map back from the latent space to the input space. 
In anomaly detection tasks, autoencoders focus on normal patterns in the time series and try to 
reconstruct them as accurately as possible to the input sequence through minimising a loss function that 
measures the reconstruction error [4]. Anomalies are usually rare in training data; therefore, the model 
can reconstruct normal patterns well but struggles with data that contain anomalies. As a result, if the 
reconstruction error is high, it indicates the presence of an anomaly. Autoencoders are well suited for 
our task as they are unsupervised and do not require labelled input data for training [5]. Further, they 
can perform pattern-based anomaly detection, which is ideal for learning the complex, distinct curve 
trends in energy generation data caused by weather effects or seasonal variations. 

For the analysis of spatial anomaly clusters, we chose the Getis–Ord Gi* statistic because it allows us 
to statistically validate observations that would otherwise rely on visual inspection of spatiotemporal 
patterns. Getis–Ord Gi* identifies hotspots, where substations with an unusually high number of 
anomalies are located close together. This suggests a localised, non-systemic issue with a common 
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cause, rather than a general system-wide problem in the area. It also identifies cold spots, where 
substations with an unusually low number of anomalies are spatially clustered. This indicates a stable 
area. Further, it distinguishes these hotspots and cold spots from individual substations with high or low 
anomaly counts that are isolated coincidences, not reflected in nearby stations and therefore do not 
form significant clusters. 

Conclusions & Implications 

Our paper presents an approach to rethink how we preserve and analyse anomalies in time series, 
emphasising that all data dimensions shall be considered. AI-based methods often neglect the spatial 
dimension. However, to get a full picture, we advocate utilising all variables and dimensions alike. 
Including the spatial dimension can offer valuable insights that might be missed if it is disregarded – 
especially as the spatial domain is rarely evenly distributed, as stated by Tobler’s First Law of Geography 
[6, 7]. Our approach can help develop a more holistic understanding of problems that affect multiple 
locations. Identified anomaly clusters can indicate systemic issues in the energy grid, equipment failures, 
or regional disruptions. 
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